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1. Introduction

Long lasting neuronal activities have been recorded in several cortical areas during
completion of tasks requiring working memory [10, 12]. These activities have been
correlated with several processes related to working memory such as: short term
memorization of past events, expectation of forthcoming events, preparation of
behavioral reaction. In all cases, the existence of sustained patterns of activity
appears essential to the “mediation of cross-temporal contingencies” [11]. However,
the mechanisms responsible for the generation of these long-lasting activities are
still unknown.

Theoretical studies have mostly emphasized the existence of long-lasting activ-
ities as a product of neuronal network operations through recurrent excitatory and
inhibitory connections [5, 18, 30, 31]. Alternatively, intrinsic properties of a single
neuron might endow it with bistable property. It is well known that sustained tem-
poral patterns may appear as a solution of coupled non-linear differential equations
[7, 24]. Iy,p activates significantly at potentials encountered during inter-spike in-
tervals, and deactivates at hyperpolarized voltages [25]. It could thus both generate
sustained discharge and allow a stable silent state to take place. Outward currents
are likely to interact with Iy ,p-mediated repetitive firing. Due to their decay time
constant, most of them (14, [4]; Lagp and I¢, [22]), should mainly modify frequency
of the discharge. On the other hand, slowly inactivating potassium currents (Ks)
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might have a strong effect on the discharge pattern. For example, a delayed dis-
charge in response to a long depolarizing pulse was attributed to a Ks conductance
in neocortical (Ixs; (13]), hippocampal (Ip; [26]) and thalamic neurons (Ix2; [15,
16]). These conductances might participate to the timing (onset and offset) of
sustained discharges.

A compartmental model of a neocortical pyramidal neuron was used to ad-
dress the possible role of somatic persistent sodium (NaP) and slowly-inactivating
potassium (Ks) conductances (in addition to action potential fast sodium and fast
potassium conductances) in the generation of sustained discharges. The response
to a transient synaptic input was systematically studied as a function of NaP and
Ks maximal conductances.

2. Material and Methods

The pyramidal neocortical neuron model incorporated a soma and branched api-
cal and basal dendritic trees. A “Cartoon” representation of the neuron was used
[27]. All dendritic and somatic segments were divided into spatially discrete com-
partments. Voltages and conductances were calculated within each compartment.
Membrane passive constants were R, = 25000 Q.cm?, C,, = 1 uF/cm®, and
R; = 250 Q.cm (7 = 25 ms). These values are close to those used in recent com-
partmental models of neocortical neurons (e.g. [3]). A wide range of values were
used for R, (15 to 150 k2.cm?) and R; (70 to 500 ©.cm) in order to confirm the
robustness of the results. Membrane resistance r%,, membrane capacitance cf,, and
intracellular resistance r¥, were calculated for each compartment with dz usually
taken as 10-100 pm.

Using Kirchhoff’s current law for the k-th compartment led to a spatially dis-
crete form of the cable equation

k
bl = () (1 - V)4

i 1)
2 k ky _ V* _ ok 'k (
% (r!‘+r[f¥l) (V H-v ) TRk T Ysynaptic ~ Yactive
where V* is the voltage in the k-th compartment, iiynapﬁc is the sum of the synaptic

currents and 3%, . is the sum of the voltage-dependent active currents. We used
Backward-Euler time-discretisation, where the voltage time-derivative is defined
backwards in time. We derived a numerically solvable form of the cable equation.
Details of algorithmic procedures and numerical resolutions have been described
previously [6, 19, 20, 21]. Voltage-gated conductances were defined only at the
soma in our model. We thus considered the dendritic compartments to be purely
passive. This assumption is an oversimplification of dendrite properties, but seems
to be reasonable for our purpose, since the work focuses on somatic interactions.
Active currents were related to their corresponding ionic conductances by equation
(2), where rev is the reversal potential of the current:

Iy = gt(V: - Vrev) {2}

Fast sodium conductance (gy,) parameters were similar to those used by Hugue-
nard and McCormick [16], and derived from Huguenard et al. [14]. The gating
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Tab. 1. Forward and backward rate functions of the activation and inactivation

state variables of fast sodium, fast potassium and persistent sodium conductances.

The modeled fast sodium conductance possessed an activation (my,) and an inac-

tivation (hyo). The modeled fast potassium and persistent sodium conductances

possessed only an activation state variable, respectively ng and my.p. Note that

0 mV in our model corresponds to —70 mV in actual recordings. See Materials
and Methods for more details.

model for sodium conductance was of the m®xh type. Rate functions for acti-
vation (m) and inactivation (h) state variables are summarized in Tab. 1. The
maximal conductance, gy,max, was taken as 5 mS/cm?, which value was high
enough for the somatic compartment to produce an action potential. The reversal
potential of the sodium current was Vy, = 120 mV.

The action potential potassium conductance (gx) was also taken from Hugue-
nard and McCormick [16]. The gating model excluded the inactivation gate. The
activation gate (n) was elevated to the fourth power. Rate functions are given
in Tab. 1. Maximal conductance gxmax was taken as 5 mS/cm®. The reversal
potential of the potassium current was Vg = —15 mV.

Persistent sodium conductance (gy.p) have elementary electrical properties
very similar to that of the fast sodium conductance [1]. Its conductance-voltage
activation curve is shifted toward lower voltages than that of the fast sodium con-
ductance. Persistent sodium activation was thus modeled as a similar but shifted
(=20 mV) version of the fast sodium conductance-voltage activation (see Tab. 1.).
We assumed that Iy,p was carried by a non-inactivating conductance [8, 29]. The
gating model was thus of the m® type. Rate functions are summarized in Tab. 1.
The persistent sodium maximal conductance (gy,pmax) was used as a variable in
our simulations over a range corresponding to several thousandths of the action po-
tential sodium maximal conductance, according to experimental estimations made
by Alzheimer et al. [1]. Reversal potential was Vy,p =120 mV.

The slowly-inactivating potassium conductances found in the thalamus [15, 16},
hippocampus [26], and frontal cortex [13] all have very similar voltage-dependences
and kinetics of activation and inactivation. Huguenard and McCormick [15, 16]
have described and modeled the voltage- and time-dependence of a thalamic (gx2)
slowly-inactivating conductance. We therefore used parameters of the K2 conduc-
tance [15, 16] as a model of the cortical slowly-inactivating conductance (gx s). The
gating model incorporated an activation (m) and a double exponential inactivation
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Fig. 1.

(h) and was thus of the m(ph; + (1 — p)hy) type, with p = 0.4. Gates were deter-
mined by steady-state and time-constant functions, and are summarized in Tab. 2.
We assumed that slowly-inactivating conductances, like non-inactivating conduc-
tances, can have a great influence on somatic discharge, with a relatively small max-
imal conductance, compared to the fast action potential conductances. We thus
set slowly-inactivating potassium maximal conductances (gx smax) within a range
_equivalent to several thousandths of gxmax, in a way similar to the ratio adopted
between gy, pmax and gy,max. The reversal potential was Vs = —15 mV.
Therefore, the sum of the active currents through the membrane was written
as:
Cactive GNamy e (VO™ — Vivg
gNaPm?VaP(meu - VNaP) (3}
gKnj{(Vsomn. _ VK)
Grsmis(phr + (1 = p)hg) (Vo™ — Vi)

The synaptic input modeled in our simulations was a non-NMDA, AMPA

+ 4+ + 1
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State Steady-state function Time-constant function
variable
m
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Tab. 2. GSteady-state and time-constant functions of activation and inactiva-
tion gates of the modeled slowly-inactivating potassium conductance. The modeled
slowly-inactivating potassium conductance possessed one activation (m) and two
inactivations (h1 and h2). The gating model is given in Materials and Methods.
Note that 0 mV in our model corresponds to —70 mV in actual recordings.

receptor-mediated current the entering apical dendrite 100 um from the soma. This
input was chosen for two reasons. First, non-NMDA receptors play a major role in
local and long cortico-cortical excitatory pathways [17]. Second, most of the local
and long cortico-cortical projections (long projections toward layer V excepted)
target proximal parts of apical trees and/or basal dendrites [2]. The absence of
voltage-dependence and rapid kinetics of AMPA current minimizes its interactions
with the somatic discharge, and so limited its action to that of a trigger. The
synaptic current was calculated according to:

irynaptic(t) = GaMPA® ampa(t) (Vi = Vampa) (4)
with
o (32) ~em ()
P ampal(t) = (5)
nm—"

Time constants 7 and 7, were taken as 3 ms and 0.3 ms respectively. The
reversal potential for AMPA current was syn = 70 mV and g.yn was taken as
0.1 nS [23].

3. Results

Our results indicate that the response of the neuron to a single transient synaptic
input, as well as its spontaneous firing behavior both depend on the respective
maximal conductances of NaP and Ks. Indeed, several ”discharge domains” were
identified. The different domains of discharge are represented on the Fig. 1. in the
(pNa, pK) plane. An example of each type of discharge is given in the Fig. 2. The
locations of the examples in Fig. 1. are given by the open square and the open
circles.

A border (open triangles) separated the cases where the neuron possessed a
stable resting potential (lower values of pNa) from cases where the discharge was
spontaneous (higher values of pNa). For low values of pNa, the response to a
transient synaptic input could be transient (T domain) or self-sustained (S domain).
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Fig. 3.

In the S domain, the activation of NaP conductance during inter-spike interval
permitted the following depolarization and the generation of the next spike. In
the T domain, the maximal conductance of NaP was not high enough to drive
this regenerative depolarization. The border (filled diamonds) separating T and S
domains depended both on pNa and pK.

For higher values of pNa, the spontaneous discharge was self-sustained (spS
domain) or bursting (spB domain). The border (filled circles) separating these two
domains depended both on pNa and pK. A border (crosses) separated spontaneous
from saturated (Sat domain) discharge. It mainly depended on pNa.

Whithin the S domain, the neuron was bistable: it was either silent or discharg-
ing. Onset and offset of the self-sustained discharge could be triggered by synaptic
inputs. An example is given in Fig. 3.: the discharge was triggered and ended by
two successive excitatory synaptic inputs (stars). There existed specific thresholds
under which synaptic inputs could not trigger onset and offset transitions of the
self-sustained activity. The first input depolarized the membrane from resting po-
tential and helped to the generation of a few spikes (during the first 50 ms). NaP
conductance then drove the subsequent sustained generation of spikes. The occur-
rence of the second excitatory synaptic input increased the spike frequency. This
led to an overwhelming cumulative recruitment of Ks conductance. The Ks con-
ductance slow deactivation (and slower inactivation) dampened the voltage back to
the resting potential, in a way similar to what was observed for transient responses
(T domain) to synaptic input (see the two examples given in Fig. 2.).
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4. Discussion

Persistent sodium and slowly-inactivating potassium conductances have been al-
ready proposed to participate in neuron’s excitability [25], temporal integration of
inputs [13, 26] and generation of subthreshold oscillations [29]. The present results
suggest a new possible functional role of these conductances in the temporal shaping
of neuronal discharge. The discharges of the S domain strongly resemble already
observed firing patterns by Sylva et al. [28], where intracellular transient depolar-
izing stimulations induce long lasting sustained discharges in neocortical pyramidal
neurons, even when excitatory synaptic transmission is abolished (kynurenic acid,
5mM). The S domain indicates that NaP and Ks conductances may provide neo-
cortical pyramidal neurons with an intrinsic bistability property. This property
could participate in the onset, maintenance and offset of long-lasting neuronal ac-
tivities observed in cerebral cortex during short-term memory behavior [9]. Such
an intrinsic mechanism lessen the constraints over connectivity and advantage lo-
cal and modular aspects of the cross-temporal computations performed within the
neocortex by populations of pyramidal neurons. It also allows for precise timing
and input selectivity of sustained discharges. Furthermore, changes in the ratio
of NaP and Ks maximal conductances provide a direct selection of the discharge
frequency and pattern. The modulation of Ks and NaP conductances or of factors
influencing their interplay would thus constitute a powerful learning mechanism
allowing the proper achievement of cross-temporal cortical computations linked to
working memory.
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