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Abstract

This paper is complementary to a previous re-
view of significant research on adaptive behav-
ior in animats. It summarizes the current state-
of-the art and outlines directions for possible
progress.

1. Introduction

In the proceedings of SAB94, we published a review
of significant research on adaptive behavior in animats
since the first SAB conference, held in 1990 (MEYE94).
This review summarized the state-of-the art, insofar as
the proceedings of three dedicated conferences could help
delineate it. Now that three other SAB conferences have
been held, we considered that it would be useful to up-
date that earlier review, in order to assess the corre-
sponding progress, to infer the directions in which in-
teresting developments are likely to be expected, and to
stress needs for specific additional research efforts.

As in the preceding review, this one makes reference
only to SAB conference proceedings (SAB96, SAB9S,
SABO00), on the premise that this perspective, although
voluntarily limited, does nevertheless afford a compre-
hensive view of the field of adaptive behavior in animats.
It will first classify the main results that have been ob-
tained since 1994 according to the general organization
of the current book, an organization that seems to have
almost converged in the course of six conferences. Then
it will outline possible directions for future work.

2. Perception and motor control

Since SAB94, new sensory modalities have been incor-
porated into models of sensori-motor coordination and
have been occasionally used for actual robot control.
For instance, biomimetic models for odor-guided move-
ments (BELA96, MALA96) have been described, some
of which have been implemented on a Lego robot that
detects alcohol (SHAR98), or on a robot-lobster that
may use the temporal pattern of odors produced by tur-
bulent dispersal processes to locate a distal food source
(GRAS96). Likewise, a biomimetic model for phono-
taxis has been described and implemented on a cricket-

robot (WEBB96), while a biomimetic model of sound
diffraction and reflections in the human concha has been
applied to bat pinna design for echolocating animals
(CARMO00). In CHAPOO, a biologically-inspired wind
sensor is mounted on a Khepera robot to perform a re-
active maze solving task.

Vision has been extensively studied in this perspec-
tive and many research efforts have dealt with visio-
motor coordination. For instance, a biomimetic model of
depth perception using peering in insects has been imple-
mented on a Khepera robot (LEWI98). Visual looming
has been implemented on a Pioneer robot as a robust and
inexpensive range sensor to be used as a complement to
a sonar (SAHI9S8; see also NEVE96 and DAHM98). A
system for maze navigation using optical flow has been
demonstrated on a simulated robot (DUCH96). A sim-
ple vision system has been used to modulate the type of
gait and the direction of motion produced by a locomo-
tor circuit in a simulated salamander, thereby conferring
the capacity to track a randomly moving target both in
water and on dry land (IJSP00). Likewise, specific con-
tributions have dealt with course stabilization and fixa-
tion behavior in flies (HUBE98), as well as with adaptive
image stabilization, visually-guided pointing and orien-
tation behavior in Cog and other robots with moving
eyes (FERR96, MAR.J96, PANEQO).

Motor control for motion has also been extensively
studied. For instance, Yokoi et al. designed a so-called
Morpho-Functional Machine, i.e., a deformable robot
that exhibits an amoeba-like motion (YOKO98). Like-
wise, Kawai and Hara describe a machine that changes
its morphology in order to carry an object toward a
goal while passing through a narrow corridor (KAWA9S).
Walking controllers for four-legged robots are described
in ILG98 and ITO98. Walking controllers for simu-
lated six-legged insects are described in CRUS96. More
generally, a mathematical framework that helps design
networks of neural oscillators capable of controlling the
rhythmic motion of an animat is given in ARSEQ0.

In ZIEM96 and ZIEMO0O, several recurrent connection-
ist control architectures likely to make possible efficient
coupling between sensory inputs and motor outputs are
described. The latter work introduces the distinction be-



tween synchronically and diachronically structured con-
trol mechanisms, and describes how an animat can ac-
tively and selectively decide when to use feedback to re-
vise its sensorimotor mapping. According to the author,
this mechanism allows the animat to flexibly assign vary-
ing meanings to environmental stimuli.

Finally, two specific aspects of the perception-action
coordination problem are dealt with in SCHE96 and
WILS00. Scheier and Lambrinos describe how catego-
rization must be treated as a sensori-motor coordination
problem, not as a perceptual one. Their system learns
to recognize an object with visual and haptic modali-
ties and to discriminate it from other objects (SCHE96).
Wilson and Neal, using a model of interactions between
a shepherd, his dog and a sheep, study how the behav-
ior repertoire of the dog robot impacts on the number
of interactions required from the shepherd to control the
sheep (WILS00).

3. Action selection and behavioral se-
quences

Several research efforts contributed to delineating the
methodological issues underlying the action-selection
problem and the design of motivational systems. For in-
stance, Spier and McFarland use a biologically-inspired
motivational system to demonstrate that tradeoff be-
tween opportunities in response to the environment is
often sufficient for generating behavioral sequences that
an external observer might attribute to an underlying
planning process (SPIE96). Aube and Senteni suggest
that emotions are motivations that ensure management
and regulation of ressources (AUBE96). Steinhage and
Bergener demonstrate how action selection can be imple-
mented in a dynamical system as the result of nonlinear
phase transitions (STEI98). Lastly, Seth describes how
action selection and selective attention can be exhibited
by a simple animat with direct sensori-motor links, thus
challenging the concepts of action, attention, and selec-
tion (SETH98).

Various architectures for action selection have been
compared within the context of reinforcement learning
(HUMP96) or from the point of view of hierarchical
versus parallel organizations (BRYS00). In GONZ00,
a biomimetic basal ganglia model of action selection
has been embedded within the control architecture of
a Khepera robot, and shown to exhibit nice properties
of clean switching, lack of distortion and persistence. In
particular, interesting similarities to what is observed
on animals have been obtained through the effects on a
robot model of varying simulated dopamine levels. In
CHAOQ00, Chao, Panangadan and Dyer describe a con-
nectionist architecture that enables animats to navigate
efficiently and learn to build specified structures within
an artificial environment. This approach calls upon an
external teacher to learn an action-selection architecture

that mediates between reactive and planning behaviors,
a problem also tackled in REVE9S.

Witkowski (WITKO00) describes the role extinction
mechanisms play in the context of action selection. Such
extinction mechanisms contribute to the protection of
the animat against the potentially fatal consequences
of unattainable high-priority goal-driven activities. His
Dynamic Expectancy Model is one of the contempo-
rary learning action selection models that are based on

explicit use of prediction to drive the learning process
(TANT98, STOLO00).

4. Internal world models for navigation

Simple internal world models are elaborated by animats
that are able to categorize their environment when mov-
ing through it. This is exemplified by the work of Mars-
land et al. (MARS00) in which a novelty filter using
a model of habituation allows a robot operating in an
unstructured environment to produce a self-organized
model of its surroundings, and to detect deviations from
the learned model. Likewise, various systems for self-
categorization of sensori-motor patterns can be found in
BERT98, SCHE98, TANI98 and LINAQOO. In the lat-
ter case, the technique facilitates the understanding of
the concepts abstracted from the animat’s sensori-motor
flow, and can be used for automatic map-building.

Another extremely simple internal model of the en-
vironment, is described in PIAGO0, where the border-
line between behavior-based and representation-based
navigation is investigated. This approach calls upon a
minimal internal representation to solve local navigation
problems induced by local minima in artificial poten-
tial fields. Likewise, in CORB96, an analogous potential
field approach is described, where a biomimetic model of
detour behavior in frogs calls upon generalized schema-
based learning. An architecture that combines fuzzy and
reactive techniques for obstacle-avoidance is described in
GHANO96, where two coupled mobile robots have to move
in an environment with obstacles.

Other internal models have been used in several
biomimetic approaches to animal homing behavior. In
DICK96, alternative modeling approaches to how in-
sects learn about the sun’s course are described. In
NEHMO00, a numerical simulation of Kramer’s ”Map and
Compass” model of long-range pigeon navigation is per-
formed. This model postulates that pigeons use natu-
rally occurring gradients to determine the course to the
loft, and compass senses (sun and magnetic) to establish
and maintain this direction. Likewise, to simulate hom-
ing behavior in desert ants, Moller et al. implemented on
a mobile robot a path-integration system using a polar-
ized light compass, in conjunction with a visual piloting
system (MOLL98). In KIMOO, a circular neuron cell
structure, in which each neuron accumulates distance
traveled in a particular direction, is suggested as a suit-



able computational structure for finding a proper homing
vector.

The way rodents encode spatial representations
of their environment has been exploited in several
landmark-based navigation models. This is shown for
instance in GAUS98 and in TRUL98. In ARLEQO, two
biomimetic models of the operation of head-direction
cells and place-cells are combined and implemented in
a Khepera robot for navigation. In FILLOO, such a
biomimetic approach is combined with a traditional
POMDP (Partially Observable Markovian Decision Pro-
cess) model that implements an active perception mech-
anism for map learning and reliable localization in a sim-
ulated robot. Another engineering model of landmark-
based navigation is given in OWENO98, whereas DONN96
describes how an animat that doesn’t use vision to cat-
egorize landmarks, but calls on proprioception only, is
nevertheless capable of building a cognitive map of its
environment and of using it to accurately position itself.

These navigation models could benefit from the work
of Balkenius and Morén, who demonstrate that a stable
context representation can be learned from a dynamic
sequence of attentional shifts between various stimuli in
the environment. Such a system can be used for novelty
detection and, more specifically, can be used in models
where place-cell firing must be associated with specific
landmarks (BALKO0O). Likewise, interesting suggestions
are to be found in TOOM98, where a biomimetic model
of landmark learning in gerbils is used to demonstrate
that complex spatial navigation behavior does not need
to be predicated on complex and navigation specific com-
putations. Other interesting suggestions are also to be
found in WIER98, where a method for collecting useful
experiences through exploration in stochastic environ-
ments is described (see also WILS96). Finally, an hy-
brid model that learns continuously from ongoing expe-
rience without preconstructed data-sets and that learns
both procedural knowledge - through Q-learning - and
declarative knowledge - through propositional rules - is
described in SUN98. This model is implemented on a
simulated robot required to navigate towards a target
through a minefield.

5. Learning

Conditioning is a variety of implicit learning in animals
that improves their perceptual or motor skills by repe-
tition, without calling on awareness or higher cognitive
processes. Classical conditioning allows an animal to
recognize cues for biologically significant events, while
operant conditioning allows to change its voluntary be-
havior according to the outcome of its actions.

A wide variety of models implement such abilities in
animats. For instance, models of classical conditioning
are described in SALO98, BALK98 and HALL00O. A
model of operant conditioning has been used by Touret-

zky and Saksida (TOUR96) to implement chaining ca-
pacities in a robot, according to which complex be-
havioral routines are built up from smaller action seg-
ments, the response of the first one being the stimulus
for the next. Stolzmann et al. (STOL00) describe an-
other model of operant conditioning based upon Hoff-
mann’s learning theory of anticipatory behavioral con-
trol. This model reproduces some of the experimental
results that have been obtained on rats in a Skinner box:
It is notably capable of distinguishing between different
reaction-effect relations and of relating them to different
stimuli. Lastly, models that combine classical and oper-
ant conditioning are to be found in BALK96, GAUD96
and BLUMO96. The latter case demonstrates how a vir-
tual dog can acquire new behaviors like taste aversion,
outcome devaluation, habit formation, and superstitious
behavior.

In the field of reinforcement learning, improvements
to the traditional Q-learning algorithm have been
demonstrated in ARAU96, DIGN96, DIGN98, MINA98,
MORE98, NAKA98, I1JI00 and MOTOO00. Several re-
search efforts have been devoted to non-Markovian prob-
lems: ARAU96, MCCA96, SUNa0O, SUNbOO. A unified
approach to perceptual aliasing is presented by Lanzi
(LANZ00) who introduces the so-called ”on the payoffs”
aliasing problem and suggests that, to achieve proper
performance, an animat does not need to learn the whole
mapping scheme from perception-action pairs to payoffs.
To this end, non-tabular reinforcement learning schemes
(e.g., LCS) may be more effective than tabular tech-
niques inspired from Dynamic Programming (e.g., Q-
learning). An alternative to the usual state-action eval-
uation approach to reinforcement learning is suggested
by Porta and Celaya in the case of categorizable envi-
ronments, i.e., environments where the effects of a given
action can be foreseen through a limited number of the
animat’s sensors. Here, the problem is to determine the
relevance of the sensors with respect to each action and
to the corresponding reward. The corresponding paper
(PORTO00) describes an application to step coordination
in a simulated 6-legged robot walking either in flat and
rough terrain.

Learning by being taught or by imitation has also re-
ceived special emphasis, notably in RAO96, ANDROO
and COLL00. In CRABOQO, it is shown how observation
and imitation of a teacher can be used by a learning
agent to satisfy a sequence of goals. Learning of goal
sequences differs from usual action-learning in that the
order of individual actions is left open, but the order of
the goals that these actions achieve is fixed. This ap-
proach is applied to animats that can perform construc-
tion tasks while maintaining their survival in a complex
and hazardous environment.

Finally, several articles investigate how emotions
might be involved in learning, including WRIGY6,



GADA98 and MOREQOQ.

6. Evolution

While Lerena and Courant explored the relationships be-
tween sexual selection and natural selection in LERE98
and LEREOO, mechanisms for artificial selection have
been studied and put to work in a large number of
applications. It thus has been possible to evolve an-
imats that play hockey (BLAI98), that explore their
environment (SMIT96), forage for food (BENN96) or
collect garbage (CALA98), that visually track tar-
gets (JAKO98, KORT00) or discriminate landmarks
(NOLFO00), or that are capable of switching from swim-
ming to walking (IJSP98). Likewise, the feasibility of
evolving both the morphology and the control of ani-
mats has been investigated in VENT96, KIKU98 and
BONGO0.

To demonstrate the capacity of evolutionary ap-
proaches to generate more than mere reflexive behaviors,
Beer and colleagues evolved a series of neural controllers
that exhibit "minimally cognitive behaviors”, i.e.; the
simplest behaviors that raise issues of genuine cognitive
interest. In BEER96, animats are evolved for orienta-
tion and reaching objects, as well as for discrimination
between objects (see also BIRO98). In SLOCO00, ani-
mats are evolved that can judge the passability of open-
ings relative to their own body size, that can distinguish
between visible parts of themselves and other objects
in their environment, that can predict and remember
the future location of objects in order to catch them
blind, and that can switch their attention between mul-
tiple distal objects. Very often, such functionalities rely
on mechanisms for active scanning and sensory-motor
coordination.

In nature, evolution concurs with development and
learning in animal adaptation, and one main objective
of animat research is to understand the corresponding
synergies. In this perspective, relationships between evo-
lution and learning have been investigated in FLOR96
and MAYL96. In DIPAQO, rules of plastic change at
synaptic level within neural controllers are genetically
encoded. Robots are evolved to perform phototaxis and
to recover after the inversion of their visual field and
other disruptions. Likewise, interactions between devel-
opment and evolution have been investigated in EGGE96
and DELL96.

Mechanisms of co-evolution have been extensively
studied through a variety of pursuit-evasion games, as
in CLIF96, WAHD98, FICI98, FLOR98. The latter two
papers describe Red-Queen effects that prevent regular
fitness increase, according to which co-evolution is not
automatically better than simple evolution. In FUNE98
and FUNEQQ a statistical method is proposed that serves
to evaluate the fitness of each individual in such co-
evolutionary experiments.

Another methodological contribution is that of Jakobi,
whose ”minimal simulation” approach is designed to help
transfer to the real world controllers or morphologies
that have been evolved in simulation (JAKO98).

It may likewise be instructive to refer to ZAER96 for
a case-study where artificial evolution failed to produce
controllers analogous to those hand-crafted by humans,
for reasons that the authors think are rooted in the dif-
ficulties of formulating an effective evaluation function.

7. Collective behaviors

Several collectivities of animats have been involved in re-
search efforts that dealt with foraging or related behav-
iors. In this context, the mandatory tradeoff between
exploration and exploitation is investigated in BONA96,
while DEB096 and SETHOO0 deal with optimal forag-
ing theory. In WERGY6, it is shown how robots with
local sensing and action form a system that dynami-
cally and globally adapts to environmental changes. This
robotic system, inspired from the natural phenomenon
of ant pheromone trail formation, encodes information
in its physical environment in order to reduce sensing,
actuation, and computational requirements for gather-
ing metal pucks. In FONT96, a territorial principle that
implements a division of labor into exclusive spatial ar-
eas is used for the same task. In MELH98 a collective
sorting and segregation task is performed by a system of
simple homogeneous autonomous robots which have no
capacities for spatial orientation or memory. Finally, the
role of social development in the evolution of cooperation
has been explored by Di Paolo (DIPA98), who suggests
that the role played by natural selection be reconsidered
as the main explanatory factor in the determinants of
social behaviors.

The way signaling fighting ability can help solve con-
flicts has been explored in several contexts. For instance,
Noble describes an evolutionary simulation that chal-
lenges Enquist’s assumption that weak animals will sig-
nal their fighting ability honestly because they have so
much to lose by bluffing (NOBLO00). Likewise, Vaughan
et al. implement stylized fighting behavior in a collec-
tivity of robots to solve spatial interference problems. In
case of space conflict between two robots, these robots
compare their apparent levels of aggression and the more
aggressive robot takes precedence over the less aggres-
sive one (VAUGOO0). A related work is that of Hemelrijk
(HEME96), who studies dominance interactions, spatial
dynamics and emergent reciprocity in a virtual world.
Another related work is that of Noble (NOBL98), who
describes intention movements and the evolution of sig-
naling in animal contests.

Other varieties of communication have been studied
in the SAB context (NOBL96, SAUN96). In particular,
Reznikova and Ryabko apply Information Theory to the
study of communication in ants and demonstrate that, in



the communication system of these insects, the frequency
of use of a message correlates with its length. The au-
thors also demonstrate that the numerical competence
of ants calls on adding or subtracting small numbers in
preference to large ones (REZN0O).

More sophisticated varieties of communication are ex-
plored in the "language games” initiated by Steels and
his colleagues. STEE96 focusses on emergent adaptive
lexicons, while STEE98 deals with the structural cou-
pling of cognitive memories. Moukas and Hayes describe
how a movement-based language, like that of bees, can
be implemented in Lego robots. In this work, a robot
learns the language elements, what they mean, and how
to reproduce them, by observing a teacher robot that
performs a ”"dance” indicating the presence of a partic-
ular type of "food” at a particular distance and bearing
(MOUKD96).

Finally, several research efforts address multi-agent
pursuit games. This is the case with ONO96, ZHAO96
and ARAIO00.

8. Applied adaptive behavior

The concepts and techniques in favor in the SAB com-
munity have been used in diverse applications, ranging
from market trading (CLIF98), to traffic system mod-
eling (MORI98), environmental monitoring (COST98),
and software agent learning (RAMA98). In DAUTO00,
Dautenhahn and Werry describe how mobile robots can
play a therapeutic role in the rehabilitation of children
with autism. In SKLAOOQ, Sklar and Pollack describe an
evolutionary algorithm that is used to select content for
keyboarding educational games in a web-based learning
community.

9. Prospects

As emphasized by Clark and Miller (CLARKO8), recent
research into animats suggests that a great deal of their
adaptive capacities are grounded, not in the systematic
activity of internal representations, but in complex inter-
actions involving neural, bodily and environmental fac-
tors. In his quest for understanding intelligence, Pfeifer,
for instance, has long advocated the design of complete
and embodied animats (PFEI96, SCHE9S8). In PFEIOO0,
he introduces the concept of ”ecological balance” which
means that, given a particular task environment, there
must be a harmonious relationship between an animat’s
morphology, materials and control. In HARAOQO, he elab-
orates on the relation among morphology, material and
control in morpho-functional machines. The role of em-
bodiment is also stressed by Krichmar et al. (KRICO00;
see also ALMA98), who demonstrate the role of early
sensory experience for the development of perceptual
categories in Darwin VI. This process appears to be
highly dynamic and to depend strongly upon the actual

sequence and content of sensory experience, and upon
individual histories of stimulus encounters. Therefore,
because of its embodiment, a robot never experiences a
stimulus in exactly the same way.

However, Clark and Miller challenge the above-
mentioned pessimistic view about the explanatory role
of representations in the determinants of adaptive be-
havior (CLARK98). Their work, together with that of
researchers who explicitly dealt with cognitive processes
(see, e.g., BEER96, SPTE98, SLOC00, STOL00), raises
the questions of how far animat designers will be able
to raise the cognitive capacities of their creatures, and
which role internal representations will play in the cor-
responding achievements. No doubt numerous empirical
answers will be brought to bear on these issues in the
near future.

Another contribution that gives food for thought is
that of Keijzer (KEIJ98). According to this author, the
difference is considerable between movement and behav-
ior: Animats and robots move, while animals behave.
Such a distinction is related to that between proximal
and distal stimuli. The former directly impinge on the
animat’s body, but this stimulation in itself tends to be
neutral as far as adaptation is concerned. The latter
are provided by the adaptively relevant elements in an
environment that are usually at some distance from the
animat, and provide the possible nourishment, threats
or mates on which survival and reproduction depend.
In this context, the behavior of animals, but not that
of robots, consists of a process of self-organization ac-
cording to which variable proximal (fast and short-term)
sensory-motor coupling maintains stable distal (slower
and longer-term) perception-action coupling. Whatever
the case, many lessons are still to be drawn from compar-
isons of natural and artificial adaptive behaviors. In par-
ticular, an animat certainly has a long way to go before
it might be taken for an animal, in any sort of Turing-like
test that may be invented in future.

Several applications of dynamical systems theory to
animat design were mentioned above (e.g., BEER96,
NEVE96, JAEG98, RYLA98, MENZ00), whose authors
seem convinced that this approach will scale with more
complex behaviors and survival problems. Likewise, al-
though Aubin’s viability theory has just been introduced
to the SAB community (AUBI00), it appears in our opin-
ion to be too closely related to animat concerns (see,
e.g., MEYE94) for not soon start guiding the intuition
of animat designers. There is therefore definitely some
hope that such efforts to bring mathematics and their
deductive power into the empiricism of animat research
will sooner or later generate the sort of stability theo-
rem or convergence proof that the field definitely lacks
at present. Advances in these directions will undoubt-
edly foster numerous practical applications, over those
already described above.



Several methodological contributions to the field
of adaptive behavior have already been listed (e.g.,
PFEI96, JAKO98, FUNEQ0). Another such contribu-
tion worth mentioning is that of Bakker and de Jong
(BAKKO00), who provide a means for counting the num-
ber of states in an animat’s behavior and for counting
the number of states required to perform a particular
task in an environment. Such state counts provide a
measure of the complexity of agents and environments.
Likewise, in a reinforcement learning framework, Wil-
son (WILS96) reviews ten strategies for the autonomous
control of the explore-versus-exploit decision, and pleas
for a better understanding of how a system can tell how
well it is doing. Lastly, in the work of Fleming et al.
(FLEMO00), the brain of a lamprey is used to control a
Khepera robot. The observed artificial behaviors help
extract information about information processing in the
neural tissue connected to the robot. Such exciting work
probably paves the way for the numerous ”hybrid” ap-
proaches - where artificial and biological materials will
be merged - the fast expansion of which can be readily
foreseen, hopefully to the best avail. Be that as it may,
methodological contributions like these reinforce the ex-
perimental bases of animat research, and hopefully many
more will come to complete them.

Finally, in our previous review of animat research
(MEYE94), we stressed the need for comparisons that
would allow understanding what architectures and work-
ing principles can allow an animat to solve what kind of
problem in what kind of environment. Although sev-
eral papers have been focussed on such comparisons
(e.g., DICK96, HUMP96, MAYL96, SMIT96, BALK98,
BLAT98, CALA98, HEME98, WIER98), we are obliged
to observe that the number of architectures and work-
ing principles has grown much faster than the number of
comparisons. In this sense, the present situation is worse
than it was three SAB conferences ago. Nevertheless, it
can hardly be concluded that the field of animat research
is not healthy and productive.

10. Conclusion

Since SAB94, the field of animat research has broad-
ened and deepened. New machines, new mechanisms,
new methods, and new concepts have been described
in this paper. Beyond mere reflexes, significant steps
have been taken towards implementing higher cognitive
mechanisms in the control architectures of animats. In
the near future, a number of the theoretical and method-
ological advances outlined herein should provide the sort
of generalizations that we eagerly wished for in our pre-
vious review.
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