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ipation in Classi�er Systemsapplied to Markov problems. It 
alls upon 
lassi�ers with a [Condition℄, an[A
tion℄ and an [E�e
t℄ part. We dis
uss the generalization problem raised byour experiments.1 Introdu
tionOur work takes pla
e in the Learning Classi�er Systems framework. We modelan agent whi
h gets a per
eptions and rewards from the environment, and a
tson it. In this framework, our basi
 assumptions are the following:{ rather than generating new 
lassi�ers with random geneti
 operators, wedrive the 
lassi�er dis
overy pro
ess by experien
e;{ rather than using a plain reinfor
ement learning pro
ess, the agent performslatent learning by using anti
ipation 
apabilities.2 Our algorithmLike [Butz et al., 2000,Stolzmann, 1998℄, the system we designed uses 
lassi�ers
omposed of three parts. The 
lassi�er 
an be only �red if the [Condition℄ partmat
hes the 
urrent per
eption. The [A
tion℄ part de�nes how the system a
tson its environment when the 
lassi�er is �red. The [E�e
t℄ part anti
ipates theper
eption resulting from the a
tion of the 
lassi�er if it is �red.Ea
h 
lassi�er is also given a quality whi
h is used to 
ompute an �-greedypoli
y. In most 
ases, if several 
lassi�ers are mat
hing the 
urrent per
eption,the system will 
hoose to perform the a
tion of the 
lassi�er with the highestquality.The learning pro
ess di�ers from [Butz et al., 2000,Stolzmann, 1998℄ and[Witkowski, 1999℄. It involves two 
omplementary pro
esses:{ the latent learning pro
ess dis
overs reliable 
lassi�ers modeling the dynam-i
s of the environment ;{ the reinfor
ement learning pro
ess takes advantage of this model of the dy-nami
s of the environment. It uses a Dynami
 Programming algorithm. Itestimates immediate rewards and uses the state transition information pro-vided by the [E�e
t℄ parts to 
ompute the qualities of the 
lassi�ers.



The latent learning itself involves into two distin
t pro
esses :{ the [E�e
t℄ parts are adjusted by 
omparing su

essive per
eptions;{ the system uses a 
areful spe
ialization pro
ess driven by experien
e to dis-
over [Condition℄ parts with an adequate level of generalization.3 The generalization problemIn 
lassi�er systems without [E�e
t℄ part [Wilson, 1995,Lanzi, 2000℄, a 
lassi�eris kept when it helps to maximize the payo� on the long run. When the systemperforms latent learning, the de
ision of keeping or removing a 
lassi�er onlyrelies on its ability to predi
t the next per
eptions. It does not take a
tionoptimality into a

ount at all.This way of 
onsidering the �tness of a 
lassi�er gives rise to a new wayof 
onsidering generalization. A 
lassi�er is too general if a joker token in its[Condition℄ part prevents the anti
ipation to be a

urate, regardless of the payo�.It is too spe
ialized when its anti
ipation ability would remain a

urate even ifsome joker were added in its [Condition℄ part, regardless of the payo�.Some 
lassi�er may have the right degree of generalization with respe
t tothe anti
ipation, and may prevent to use Dynami
 Programming methods likeValue Iteration. Su
h 
lassi�ers anti
ipate well but mat
h with several di�erentper
eptions. Sin
e Value Iteration updates the quality of the 
lassi�er regardlessof the underlying state, they introdu
e per
eptual aliasing.So, Dynami
 Programming methods seem inadequate for a system whi
huses both anti
ipation and generalization. A straight-forward solution is to uselookahead planning rather than a variety of the Value Iteration algorithm. Butas a result, the system may su�er from a la
k of rea
tivity, and we must dealwith the rea
tivity/planning tradeo�.Referen
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