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Since the day the concept of robotics was born, robots were intended to assist
humans in their daily lives. Though initially implemented in the well-structured
areas such as the factories, where humans are kept out of their workspace, robots
are slowly finding its way into human world. More and more emphasis has been
placed on having robots come into direct contact with human activities in human
world. This trend is happening across the entire spectrum of robotics research
frontier, although the articles in this chapter are just the few more obvious
examples.

Mori et al proposes a method of recognizing human action from the motion data
input. This is an interesting and innovative way of human-machine interaction
where the algorithm extracts motion features that are “remarkable”, and then
identifies certain human actions, such as: walking, sitting, raising hand, etc. This
capability would certainly be useful in making present robots more interactive
with humans. Learning is achieved using Support Vector Machines. Good results
of identification have been obtained.

Burdet et al presents work to combine (functional Magnetic Resonance Imaging)
fMRI technology with haptics technology. The requirement is a haptic system
that is not disturbed by the harsh environment of the fMRI, and at the same time, it
should not interfere with the activity of the fMRI. Add onto the list the inherent
requirement for a haptic device to deliver a realistic kinestatic feedback of the
environment of interest, and we have a very interesting set of problems that is
being addressed by this collaborative international team. An electrostatic master-
slave system is used to power the robot outside the MR shielded room, and optical
sensors are used to provide haptics feedback.

Minimally invasive treatment of the human body is an area with strong interest
and growth. Reducing the need for extensive surgery not only reduces the risk of
the treatment, but also allows quick recovery of the patient and shorter hospital
stay, which also works out to considerable financial savings. The article by
Webster et al introduces a new idea of a bendable and steer-able needle – an
injection needle that is capable of working its way around other organs or bodily
parts to reach the exact spot within a human body to administer the treatment. A
non-holonomic model is developed and validated experimentally.

The last article in this chapter, by Kagami et al, presents work to improve human-
machine interaction by utilizing microphone arrays to capture sound signals, and
to detect its direction and position of the origin. The ultimate goal of their work is
to recognize human speech and to be able to localize the position of the human
speaker.
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Control is one of the fundamental building blocks of robotics. To properly
execute the desired behaviors, mechanisms are to be controlled efficiently.
Though it has been widely researched, the topic still presents plenty of challenges
as new applications prompted more rigorous requirements of control.

This chapter presents different facets of control problems: handling of model
uncertainties such as friction, new applications of control and robustness to
changes in the environment.

The first article by Cheah et al, deals with the uncertainties in the kinematic and
dynamic model of the robot. The paper argues that no kinematic and dynamic
models, including actuator parameters, can be identified and measured correctly.
It then proposes a Jacobian-based adaptive controller that updates the estimated
task-space velocity and the Jacobian online through a kinematic parameter update
law. The proposed algorithm was shown to work on a two-link direct drive robot.

Control application on Shape Memory Alloy (SMA) is explored by Featherstone
and Teh, where the material is used both as actuator and feedback sensor. The
speed at which the material is heated and cooled is pushed to the safety limit. The
electrical resistance of the material is used to keep the material within its safe
limits to prevent overheating. The result was demonstrated to be able to control a
five-bar-linkage mechanism.

In the third article, Xia et al, present an observer-based control algorithm to
identify friction parameters of the robot joints online and to compensate these
disturbances. Friction has always been difficult to compensate in robotic
applications, as it varies considerably with joint position due to tolerances and
fiction dependencies to factors such as the room temperature, the state of
maintenance of the robot, and how long the robot has been running that day when
the experiment is conducted. The method proposed in the article was shown to
improve the performance of a PUMA robot.

The last article by Otake, et al presents a rather unique way of viewing robot
control, as the robot is a lump of polymer gel and the control is done by varying
the wave-shape of an electric field. The main challenge was to identify the
mapping between the input command in terms of the wave-shape pattern of the
electric field, and the output being the shape of the polymer gel ‘robot’.
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Navigation of a mobile robot in an unknown environment is a challenge that has
been studied extensively in the past. The ability of a mobile robot to localize itself
with respect to the environment is dependent on its external sensor and the
availability of the information on its surrounding environment – or a map. A map
could be geometric or topological in nature as long as it represents the necessary
features in the environment that enable the robot to localize itself. The absence of
a map requires the robot to also create a model of its surrounding environment.
This resulting chicken-and-egg problem has presented a lot of research
opportunities. A single mobile robot in an unknown indoor environment is
commonly thought of as the starting level of the problem. The level of difficulty
increases with outdoor environment and multi-robot problems.

The first article by Tapus and co-workers presents an indoor localization and map
building approach, which utilizes the fingerprint concept with uncertainty
modeling. Fingerprint concept is one where the robot obtains all the features in the
circle surrounding it at every point – as opposed to having a directional view. In
the second article, Williams and Mahon present the results of Terrain Aided
Navigation and Simultaneous Localization and Map-building problem in the Great
Barrier Reefs and Sydney Harbour, Australia. The system utilizes the highly
irregular and complex natural features on the sea bed as navigational landmarks.
A successful implementation of the concept would remove the need of artificial
beacons for an autonomous underwater exploration by robotic vehicles.

The third and fourth articles present two very impressive examples of experiments
with very large scale robotic teams. These experiments were carried out by the
University of Southern California / University of Tennessee team and the SRI /
University of Washington team. Both teams of robots performed the same tasks, in
the same building, as a part of DARPA’s Software for Distributed Robotics (SDR)
Project. It is therefore very interesting to gain insight into the problem from two
different points of view of the research teams. Each team fielded between 80 –
100 mobile robots which were instructed to map the large building, establish a
sensor network, locate the targeted object and detect any intruders. The reports
from such rare opportunities of testing the algorithms in very large scale and
realistic scenarios is a very valuable step in the progress of this field.

Another large scale and ambitious project is presented in the last article by
Montemerlo and Thrun at Stanford University. The aim was to rapidly acquire an
accurate 3D map of an urban environment, seamlessly integrating indoor and
outdoor structures. The autonomous robot was realized using a Segway scooter
mounted with a SICK laser sensor mounted sideways and servo driven around a
vertical axis. The results shown was an impressive 3D map of several structures,
including Stanford University’s main campus, including the palm trees that line
the walkways!
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2.2 Fingerprint Generation

Figure 1.
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3 Uncertainty Modeling in the Fingerprint Approach
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4.1 Global Alignment with Uncertainty

Figure 2.
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5 Topological Localization and Mapping
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7 Conclusion and Future Work
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As robot applications in human environments increase, we see many interesting
application in medicine. These include robotic technologies used in robot-doctor
interfaces for minimally invasive surgery and novel robotic devices that can
navigate inside human bodies. This chapter presents 3 interesting articles
representing the various facets of medical robotics. Papers in other chapters,
however, also describe medical applications of robotics.

The first article by Zemeti and co-workers presents the design and analysis of a
Minimally Invasive Surgery robot. The trocar is designed with force measurement
capability, where the force sensor is placed outside the patient – “to reduce cost
and sterilizibility requirements”. This paper presents the results of the feasibility
experiments.

In the next article, Dario and colleagues take medical robotics a step further into
the future by reporting on the concept and the preliminary modeling of legged
micro robot locomoting in a tubular, slippery and compliant environment. The
intended application is for the microrobots to navigate inside the gastrointestinal
tract for diagnosis and therapy. The microcapsules are designed to be ingestible
and then to make its way to the gastrointestinal tract. The new contribution being
studied here is the micro robot’s capability of effective locomotion while inside
the human body.

The third article by Casals, et al. presents a multimodal approach to human-
machine interface, applied to medical robotics. This carries a similar idea to the
first article in Chapter XIII by Iba et al, under the heading of Haptics and
Augmented Reality. The idea is to provide a range of media of communication
between the surgeon and the robots, thus creating a quasi-hands-free control of the
equipments. This would allow the surgeon to better control the equipments in the
operating room without losing too much focus on the task at hand. The mode of
interaction being studied is gesture recognition, with other modes available such
as: tactile, speech, pedals, etc.
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Quasi Hands Free Interaction with a Robot for Online
Task Correction
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Abstract. New human machine interfaces are becoming more and more necessary in
robotics applications where the robot operates in close cooperation with a human, and one
near to each other. Many of these applications require intuitive interaction systems since
they are used by non robotic experts, thus the use of natural language based interfaces
(either voice or gestures) are highly convenient. This research tackles the problem of
interpreting the user arm and hand gestures as orders to the system, while the user is
working close to the robot. The proposed human-machine interface looks for a compromise
between classical interfaces and the hands free operation requirements.

1 Introduction

The continuous progress towards service and personal robots, in applications
that must operate in slightly structured environments and in close contact with
humans, demands for new solutions for human robot interaction. Teleoperation
and cooperative human-robot systems are evolving at a speed similar to that
suffered by classical preprogrammed robots some decades ago, that is, as the
industrial robots operating in production systems.

The need to interact with robots requires the development of new
programming techniques. The capability of perceiving human intention and to
respond to “natural” commands constitutes the means to spread such robotic
systems for its use by non robotic specialists 1 .

Medical robotics, and more specifically surgical robots constitute a target
sector for these robotics improvements. In robot assisted surgery some kind of
interventions can be performed, in part, autonomously after a preplanning phase.
This is especially true in orthopedic surgery, where it is possible to model the
patient’s, or the part to be intervened, from its 3D reconstruction from CT images.
Unfortunately, many other tasks are less susceptible to be performed
autonomously due to the deformability of the organs to be intervened, or their
movement when it is not possible or desirable to fix the patient. In any case, a
friendly and efficient human-robot interface is essential.



With the aim to improve the human robot interaction in surgical environments,
we propose the use of a 3D vision system that behaves as a virtual exoskeleton 2 ,
that is, a new interface for the control of robots and other equipment in an
Operating Room (OR). This interface tries to overcome the limitations of the most 
commonly used human-robot interaction means for their use in an O.R. A
qualitative evaluation of the performances of different human - machine interfaces 
in the O.R. is shown in fig.1, where the two of them marked with an asterisk show 
underlined some desired performances in medical environments.

In this context, we define a quasi hands free interface, a system based on the
interpretation of the hand gestures, which allows commanding the robot without
the need of touching a screen, to modify the robot position, the planned trajectory
or to manipulate other devices that force the surgeon taking-off the surgical
gloves.

Operation with deformable parts or organs implies the need of taking some
references to navigate adequately. Some aids can be provided visually, based on
augmented reality systems. For instance, in 3 , synthetic structures of the heart
are overlaid over the images so as to aid the surgeon to know the instruments
positions, with respect to relevant elements, and move them accordingly. Working
with non fixed non deformable parts implies the need to register the previously
reconstructed 3D model of the anatomical structure with the patient current
position and orientation 4 , as well as the need to define the constrains in the
preplanning phase 5 .

In another different surgical field, in laparoscopic surgery, continuous efforts
have been devoted to provide robotics aids in positioning and holding the camera,
the laparoscope 6, 7, 8 and in reducing the operating time, either when operating
in situ or at distance 9 . This kind of surgery has also motivated the research in
sensing, so as to provide the surgeon with perception feedback, to better perceive
what happens in the operating area 10 .

Such surgical robots require not only the capability to be programmed
intuitively, in a natural way, but also to enable the surgeon to interactively change
the previously planned task or actions to perform. With this aim, in 11 a strategy 
to deviate the robot from its trajectory or changing the operation strategy is
described. It is based on the user’s physical interaction with the robot to adapt the
programmed task to the new and changing working conditions.

The work developed is part of the research program going on in the
experimental Operating Room (O.R) of the hospital of the Parc Taulí. In this
program, some efforts are devoted to provide an improved interface aimed to
assist the surgeon to operate with the developed robotic systems.

The aim of this research is to provide the surgeon with a quasi hands free
interaction device to modify the robot position, the predefined cutting plane or the
movement constraints defined by planes.

For instance, in laparoscopic surgery, the surgeon can control the position of
the camera directly, by him/herself, and quasi hands free, avoiding the use of
voice with the boring and difficulties that such interfaces produce in an O. R. In
orthopedic surgery, the surgeon can change the intervention strategy defined in the
planning phase, as for instance movement constraints, planned path and so.

176 A. Casals et al.



Fig. 1. Performances of Human-Machine interfaces in the Operating Room.

2   Interface limitations and requirements

Since one of the biggest requirements in surgery is the need to keep the attention
towards the intervention, it is very important to have available interfaces that
enable the surgeon to interact with the robotic system with the minimum effort.
The convenience to operate hands free is another constraint in the design of such
interfaces.

For these reasons, many robotic systems in the surgical environment rely on
voice commands, pedals, or tactile screens (Fig. 1). The use of multimodal
systems contributes to alleviate the limitations of each of them 12 .

Some current robotic systems use oral commands in the OR, as a hands free
communication means. Such interface is adequate for interactions requiring
imperative orders, such as standby, run, stop, left, right, or decrement, increment,
but it is very difficult to define a 3D position, a task that is relatively common in
many graphical interfaces.

On the other side, pedals are very useful, but only when dealing with few and
concrete orders (on-off type).

Tactile screens enable the surgeon to interact with a menu, and thus provide
good flexibility. Currently, tactile screens constitute the more powerful interfaces
in the operating room, since they provide the means to access to all the equipment 
and devices in this environment. Operating over a digital screen, the surgeon can
select and activate or control all the equipment, with the same efficiency resulting
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from acting directly over push buttons, switches etc. Nevertheless, touching a
screen is not desirable for cleanness and sterilization reasons.

The proposed gesture based interface tries to find a good compromise among
the existing systems, avoiding the above mentioned limitations, and requiring only 
the hands movements, without disturbing much the sequence of actions performed
by the surgeon, those which are involved in the surgical procedure.

3   Gesture based interface

The purpose of developing this interface is to achieve the capability of
controlling the elements of the environment through the perception, by vision, of
the user’s “natural” gestures. The user interact with a menu, through a screen,
giving orders such as: press a click, dragging the pointer over the screen or
increase or decrease a magnitude.

The vision system developed has been designed so as to achieve the maximum
security and efficiency. For this reason, the system combines two stereo vision
modules with different configurations. Firstly, it is expected that the system
detects and interprets the hands movements performed in front of the screen.
Secondly, a panoramic view visualizes the whole person interpreting its gestures.

The first module consists of two stereo cameras placed close to the computer
screen, side by side, so as to focalize the hands when they approach the screen,
trying at the same time to minimize the number of additional elements to be
detected on the images. The second stereovision module, panoramic view, has also
a long baseline to achieve enough resolution in the 3D positioning of the body. A
long baseline provides high resolution in depth computation, nevertheless, at the
same time it decreases the number of matches between the homologue points in
the two images. The causes of missing these matches are the occlusions and the
perspective deformation that affects differently the two images. Consequently, the
identification of points or features on each stereo image does not always result in a
right matching between the two images.

A compromise to deal with these opposite performances relies on the use of the
above mentioned two vision systems that complement one to each other in a
hierarchical way. The structure of the system is shown in fig. 2.

The first module detects the hands, when they approach the screen but without 
producing a physical contact. The system detects the user’s movements starting at 
the finger tip and advancing to the hand and upwards the arm. On the other side,
the panoramic vision module detects the head and body, and then follows to the
arms, and advances downwards up to the hands. The first module detects with
good resolution the finger tip and hand, but the resolution decreases as the
visualization moves upwards to the arm. The same happens with the vision of the
body focalizing the head and trunk, operating with a decreasing resolution towards 
the hand. Therefore, the composition of the two vision systems provides a more
robust detection, location and tracking of the hand and finger movements.
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Fig. 2. Structure of the gesture based interface with its two complementary stereo
vision systems.

3. 1 Panoramic vision system

In order to acquire in real time the user’s posture (3D position of the head,
trunk and arms) a procedure composed of simplified computer vision processes
has been designed. The computer vision algorithm begins extracting some basic
features from the movement analysis in a sequence of images. These image
features are basically significant local curvature points of the edges, together with
their associate 2D normal. Subsequently, the 3D positions of these features are
estimated by triangulation using a coherence test to refuse false correspondences
between the two stereo-images. The availability of fully calibrated cameras makes 
possible the rejection of incoherent correspondences. The quick rejection test used
are the skew of the stereo lines (those defined by the singular points position and
the camera’s optical center) and edge normal comparison. Also, all the features far 
away enough from the estimated user’s working area are removed together with
all the 3D features located within the robot’s volume. Fig. 3 shows a human
holding an object and the image that has been extracted from its movement.

The head detection and the arm tip detection algorithms, as explained below,
are based on a multiple hypothesis and fitting test scheme working in conjunction
with a variable resolution geometrical body model. The algorithm begins
generating a hypothesis of the model of the user’s posture, using the 3D extracted
candidate points, head or arm extreme points. A set of “adhoc” rules are used to
limit the huge amount of possibilities that exist. These rules are based on a general
standing posture (some head and body verticality is assumed), no arm tip
consideration below the elbow and over the head, and arm tips no too close to the
main body parts. Then, every posture hypothesis is compared with the other
hypothesis to find the most coherent 3D posture. Here, a coherent human posture
is considered better than others, when the 2D policylindrical model fitted over the
human body leaves less moving edges uncovered in all camera images. Only two
cylinders per arm are used in this phase.
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After this coarse arm adjustment, a more detailed hand-forearm model is used
to detect, one step further, the hand orientation. In this phase, the system tries to
adjust two cylinders to the wrist joint with the same testing strategies as those
mentioned before. However, hand posture hypothesis are restricted to those with
the hand tip position located very close to the previously detected arm tip and with
similar forearm orientation.

Due to the limitations imposed by the need to operate in real time and the poor 
image resolution of the hands thus obtained (according to the distances and field
of views considered), only extended hand postures are considered. Nevertheless,
this restriction does not constitute a real limitation because many significant
gestures can be recognized despite these simplifications.

Fig. 3. Image of a human holding an object. a) Original image, b) image extracted
from the user’s movement.

3. 2. Finger tip acquisition

With the aim of using the own surgeon hand as a three-dimensional joystick,
the proposed interface is based on the stereoscopic vision of the user’s hand
gestures in a working area located immediately in front of the computer screen. In
this working volume, the indications or signaling performed by the user, using his 
or her own hand as a pointer device, are interpreted. Although the capability of the
hand’s gesture perception is limited, it is enough for the user to easily interact with
the graphical interface. The fingers detection is very similar to the upper-body 
acquisition method. In a first step, the static elements in the scene, the
background, is removed from the image through successive gradient images
comparison. The images are taken at variable time intervals according to the
dynamics of the scene [2]. The high sensibility of the movement detection process 
and the inability of the user to maintain the hand in a completely static position
make it possible to obtain a correctly segmented hand. Afterwards, the binary
image is swept so as to obtain the 2D coordinates of the silhouette detected from
movement. From these ordered points list, the singular points of the image are
detected.

The three-dimensional position of singular points is computed and those not
belonging to a volume located in front of the monitor are rejected, keeping a
security range of about 1 cm. in front of the monitor. This restriction avoids taking
singular points from the monitor, those corresponding to points in the image on
the screen, or possible reflections.

a) b)
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The computation of the position of the singular points is done by means of
triangulation, since in this case the cameras are calibrated with respect to the size
and position of the computer screen. To increase the robustness of the detected
points, only the triangulated points with short disparity error are considered. In the
same way, only those pairs of points that are of the same type and with coherent
orientation are considered for triangulation. The use of stereovision techniques
based on singular points, providing 3D spare images results in low cost systems
achieving operating frequencies higher than 10 images per second using
conventional computers.

The interface can behave as a pointing device (finger tip detection) or as a
movement controller. For the first behavior, the finger tip is detected and located.
For the second, since the shape of the hand can change significantly when it is
empty or full with any part, the position and the shape of the hand is not analyzed
but its movement. The vision system detects this movement and interprets the
operator gestures from the analysis of a sequence of images (Fig. 4).

As a pointing device the finger act as the mouse that select any icon on the
screen to give a specific order, for instance to modify the planned intervention
during its execution (cutting plane, constraints…). The click function can be
performed by measuring whether the fingertip position surpasses or not a given
distance to the screen, as indicated by the plane in fig. 5.

Fig. 4. Policylindrical model fitting
the human body, extracted from a
moving sequence.

Fig. 5. The finger used as a pointing
device emulating a mouse.

On the other hand, the analysis of the movement for the basic arm and hand
gesture orders has given us some hints on how to extract information from the
tracking of the hand. In this figure, a 3D reconstruction of a CT can be dragged or 
rotated from the finger indication. For instance, the order of moving rightwards or 
leftwards is usually done through a repetitive and alternative short movement of
the hand. The trajectory of the hand is tracked allowing the perception of “natural”
gestures, that is, those commonly used for warning or giving orders. Since the
human movement is not quantitatively repetitive, the absolute measures of the
detected displacements are not significant. Thus, the interpretation of the
movement is done analyzing the signal spectrum and the number of repetitive
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elements. The fundamental component of the signal is a measure of the intensity
of the movement while the sign of phase of the second harmonic gives the sense
of the displacement of the slope of the detected displacement function. From this
data a fuzzy controller enables to generate smooth movements from the operator
imprecise orders (not accurate repetitive movements), or to activate some
functions.

The visual interface has been experimented in the laboratory in two different
operating conditions. A first experimentation platform has been the quasi hands
free control of the laparoscope. The technique used for giving the movement
orders to the laparoscope is based on gesture recognition. This gesture based
guidance is incremental; therefore, each change of the camera (laparoscope) point
of view starts at the last holding position and can move with four degrees of
freedom. The fuzzy controller receives the orders generated from the interpreted
gestures extracted from the surgeon movements, which results in incremental
movements represented in three orthogonal directions. The range of the movement
is expressed by the surgeon either increasing the speed of the hand movements or
with more repetitions of the orders movements. The strategy for the generation of
the robotic holder control orders comes from the observation of the behaviors of
multiple users. The analysis of this movement is performed over a simplified
geometrical model of the thorax-arms-hands of the surgeon. The movements to be
identified are the three displacements x, y and z and pitch rotation of the
wrist.

Fig. 6 shows the surgeon working in this environment and the results of fitting
a simplified policylindrical model over his body. These displacements are referred
to a frame located in the camera point of view. The interpreted orders correspond
to the surgeon hand movements, which can be free of objects or carrying a
working tool. The detected movements can correspond to the current work, to
spontaneous movements (replacement of the eyeglasses, the mask, the cap,…), or
to the purposively given orders which have to be interpreted.

Fig. 6. The interface for the control of a laparoscope with a robotic aid. a) the
robot, b) the surgeon simulating an intervention, c) fitting of the policylindrical
model over the surgeon.

a) b) c)
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Since an order is characterized by the repetitiveness of a movement, the orders
are analyzed from their periodicity, from which a fuzzy magnitude is extracted
from the period of the movement.

Fig 7 shows the traces obtained from the movement of the simplified model
from the back and forth movements of a scrolling order, a lateral displacement; a
and b correspond to the left and to the right scroll respectively. The three
components, X, Y and Z are shown. The movement can be easily appreciated,
first, the hand enters the cameras field of view, afterwards a back and forth
repetitive movement, and finally, the hand leaves again the cameras field of view.

Fig. 8 shows the Discrete Fourier Transform of the component with the most
significant movement, or amplitude; in this case X. From the spectral analysis we
obtain the fundamental frequency, that corresponds to the speed of the operator’s
movement. The system interprets it as the magnitude of the performed action. The
sense of this action, in this case rightwards or leftwards displacement, is obtained
analyzing the shape of the signal. With this aim the phase of the second harmonic
is obtained, that is positive or negative with respect to the fundamental (Fig. 9).
The fundamental frequency and the second harmonic are indicated with a circle in
both figures.

The patterns of different common movements have been extracted to
distinguish some intuitive orders such as left, right, zoom, rotate, increase and
decrease.
[meters] [meters]

                                                                           0,1 seg

Fig. 7. The three trajectory components of the fingertip for a order scrolling.
a) scrolling leftwards, b) scrolling rightwards

Fig. 8. Magnitude of the Discrete Fourier Transform of the X trace of fig. 5.

Fig. 9. Phase of the Discrete Fourier Transform of the X trace of fig. 5, that
enables to determine the direction of the displacement.
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Manipulation is a primary function of a robot. To perform a manipulation task,
the robot must be capable of interacting with the environment and with the object
of interest. The tasks required are growing in complexity along with advances of
robotic capabilities today. They are no longer confined in the walls of a factory as
robots enter everyday human environments.

The first article by Harada and colleagues at AIST presents a mobile manipulation
example by a humanoid. Manipulation by humanoids is a complex process
requiring the coordination of not only the object of interest, but also the complex
dynamics of the humanoid itself. The paper upped the stake by introducing
manipulation of objects while the humanoid is moving.

In the second article, Pham and Chen propose a new model in the design and
control of a flexure parallel mechanism based on pseudo-rigid body model.
Flexure parallel mechanisms (FPM) have been rapidly developing in recent years.
It possesses many advantages compared to conventional designs in ultra-precision
manipulation system. In this paper, the authors successfully designed and
optimized a flexure parallel mechanism for 3 DOF decoupled translational motion.

The third article by Padois and colleagues describes an experiment carried out on
a mobile manipulator. On top of the usual modeling and control of the mobile
manipulator, the authors introduced a high level task planning algorithm to
decompose a human level command into lower level sub-tasks that can be
executed by the mobile manipulator. This is an important area of growth that is
necessary to make robots more interactive by bridging the difference in human
high-level intelligence and the robotic lower level capabilities.

Lastly, Michelin and colleagues in LRIMM brings into medical robotics a classic
algorithm of decoupling the task and posture dynamic control of a manipulator. In
this case, the manipulator is the trocar for a minimally invasive surgery which
needs to navigate through various bodily parts / organ. It is important that the task
is satisfied while the posture of manipulator, resultant of its high degree of
redundancy, is kept at the desired posture for the purpose of the surgery.
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Abstract. This paper deals with the use of an original dynamic task / posture decoupling
control algorithm that allows a robot to achieve motions under the constraint of moving
through a fixed point. This work takes place in the context of minimally invasive surgery
where the tool is telemanipulated by the surgeon through the trocar fixed on the patient.
The algorithm is based on the dynamic control in the operational space of a redundant
robot: the total control torque is decoupled into a task behavior torque and a posture
behavior torque. By minimizing the contact force applied to the trocar (or equivalently, by
forcing to zero the distance between the instrument passing through the trocar and the
current location of the trocar), we compute the posture behavior torque guaranteeing that
the trocar constraint is satisfied. Implementation on a real robot has been done.
Experimental results highlighting the performance of this algorithm are presented and
discussed.

1 Introduction

In the ten past years, minimally invasive surgery (MIS) has become widespread in
surgical operations. MIS consists in achieving operation through small penetration
points in the body equipped with trocars. The surgeon uses dedicated instruments
consisting in a long tube (30-40 cm) with a tool fixed at one end and a handle fixed
at the other. MIS adds several difficulties in the surgical procedure. An important
one is that the penetration point reduces the tool orientation capabilities and the
amplitude of motion.

After training, the surgeon can overcome these difficulties in most abdominal
operations. However, for microsurgery or cardiac surgery, it is necessary to make
use of a robot working in a teleoperated mode. The surgeon can then focus on the
tool motion rather than on the complex motion of the arm due to the constraint.

A few robotic systems have been designed to assist surgeons, such as Zeus from
Computer Motion or Da Vinci from Intuitive Surgical. One of the main features of
these systems is to mechanically create a fixed point that coincides with the
penetration point. Zeus makes use of a passive universal joint [1]. Da Vinci and
other prototypes such as FZK Artemis and UCB/UCSF RTW systems are designed
as remote center devices [2]-[5]. An improvement to the passive fixed point of
Zeus has been proposed in [6] to minimize the force constraint on the trocar by
implementing an appropriate force-position control. Finally, let us mention a hybrid



system consisting of a parallel structure outside the patient holding a serial structure
located inside [7].

In this paper, we propose a novel approach based on the dynamic decoupling of
the control torque of a redundant robot into a task behavior control and a posture
behavior control. In fact, by minimizing the contact force or, equivalently, by 
forcing to zero the distance between the instrument passing through the trocar and
the current location of the trocar (or the desired location, if the goal is to control it),
we compute the posture behavior torque as the gradient of a cost function
representing the distance. This approach allows us to control the penetration point
required during MIS. It has been implemented on a real five degree-of-freedom
(dof) robot, which achieves motion under the constraint of passing the instrument
through the trocar.

The paper is organized as follows: section 2 recalls the dynamics formulation,
the principle of task / posture decoupling, and the proposed algorithm. In section 3,
we present the D2M2 robot and the experimental platform dedicated to beating
heart surgery, as well as experimental results obtained when the tip of the surgical
instrument tracks simple paths such as straight line and helix. These results are
discussed in section 4.

2 Task / posture dynamic decoupling

2.1 Joint space and operationnal space dynamics

The joint space dynamic model for a N-dof open-chain manipulator is given by  
A( q )q b( q,q ) g( q )

where A( q ) is the NxN joint space inertia matrix, b( q,q ) is a Nx1 vector

combining joint space Coriolis forces and centrifugal forces, and g( q ) is the Nx1
joint space gravitational force vector.

The operational space behavior is given by 
F ( q )X ( q,q ) ( q )

where ( q ) , ( q,q ) , ( q )  represent respectively the inertia matrix, the Coriolis / 
centrifugal force vector, and the gravity force vector in the operational space [9].

2.2 Joint space and operationnal space correspondance

Joint space and operational space are related by the following expressions [10]
-1 T -1( q ) ( J( q )A ( q )J ( q ))

T( q,q ) J ( q )b( q ) ( q )J( q )q
T( q ) J ( q )g( q )

where J ( q ) is the dynamically consistent generalized inverse of the Jacobian

matrix J( q )  that links joint velocities and operational velocities such that 

X J( q )q



2.3 Task and posture control torque decoupling

The control torque vector applied on the joints of a redundant robot can be
decomposed in two contributions [10][12]: the first one affects the end effector
position (the task control torque task ), the other one allows to change the joint 
configuration without causing end effector motion (the posture control
torque posture )

task posture (7)

The task control torque task that acts in the operational space is given by 
T

task J F
where F is the force vector acting on the robot in the operational space.

The posture control torque posture generating joint motion without causing

operational motion is expressed as  
T T

posture N null( I J J )

where null is an arbitrary null space control torque vector that is chosen by the

user, and T T
NI J J is an appropriate projection matrix that maps null  to the

control torque. null can be written as 

null nullAq b g

where nullq is the null space posture behavior.
By developing (7) and combining it with equations (1) through (5), it follows that

(see appendix for computation details and Fig. 1 for an example of implementation)
T

null nullJ ( X Jq Jq )

2.4 Minimally invasive surgery context 

MIS operations constrain the instrument manipulated by the surgeon to pass 
through a fixed penetration point. As explained in section I, existing medical
devices such as Da Vinci or Zeus satisfy this constraint thanks to a dedicated
kinematic design. We propose to use the decoupling control scheme presented
above to meet this goal with a redundant kinematic architecture.

2.5 Optimization

The task / posture dynamic decoupling algorithm detailed above offers the
possibility of using the null space to optimize an objective function associated to
the computation of the arbitrary control torque null . In the context of minimally 

invasive surgery, null will be computed in order to force to zero the distance
between the instrument and a given location of the trocar. It will result in internal
joint motions guaranteeing that the instrument will respect the penetration point
constraint.



In [8], the use of the optimization term of the inverse kinematic general solution
allows to optimizing internal motions to achieve secondary tasks such as keeping
the robot away from the joint limits. In our case, we choose the control torque null

as the gradient 
q

( q ) of a scalar positive definite function ( q ) of the joint 

position weighted by a negative term  that ensures the decreasing of ( q ) . If this 
function is expressed as the projection of the penetration point on the instrument
held by the robot, then the global control torque forces the robot to decrease this
distance, and thus to respect the constraint. Given

null

the expression of the global torque is
T T T

NJ F ( I J J )
where

T

1 N

( q ) ( q )
( q ) [ .... ]

q q
Equation (11) can be written as 

1TJ ( X Jq JA ( b g ))

Fig. 1 illustrates the control scheme: the input dX is the desired tool position
and the input TrX corresponds to the penetration point position assumed to be
fixed in the base frame. A proportional-derivative control is used for controlling the
instrument.

Fig. 1. Dynamic decoupling scheme. DGM and DKM stand respectively for direct
geometric and kinematic models.

3 Experimental results 

3.1 Experimental platform

We have implemented the algorithm on the D2M2 (Direct Drive Medical
Manipulator) robot (Fig. 2). This robot has been designed for beating heart MIS. It
is equipped with direct drive actuators to provide high dynamics and low friction.



The controller is a Pentium III 500 MHz with 256 Mo RAM PC running under 
RTX/Windows 2000. The sample rate is 1 KHz. D2M2 may be teleoperated via
UDP communication with a Phantom 1.5 arm working as a master device under
Windows XP.

The kinematic architecture of D2M2 is shown in Fig. 3: the first three joints have
a Scara disposition (a prismatic joint, then two revolute joints, with parallel axes);
the wrist has two orthogonal revolute joints; the instrument (supposed to have three
dof to provide full intracorporal distal mobility) is attached on a force/torque sensor
fixed on the wrist. The gravity is compensated by a counterweight mounted on the
1st axis. The models have been computed with the SYMORO (SYmbolic MOdeling
of RObots) software [8] from the geometrical Denavit-Hartenberg parameters
given in Table 1 and the dynamic parameters obtained from CAD data (Table 2).

Instrument

Fig. 2. The 5-dof robot D2M2 and the Phantom master device.

z0,z1,z2

x3

x4

R4

D3

z3

z5

z4

x5

x0,x1,x2

z 

x 
y 

Reff

R6 

R5

D6

Link 2

Link 1

Link 3

Link 4

Link 5

D

Trocar
XTr

zTr

xTr

Instrument

r1

q2q3 

q4

q5

I

Fig. 3. Kinematic architecture of D2M2.



Table 1. D2M2 geometrical Denavit-Hartenberg parameters.

Joint j Type j dj (m) j rj (m)
1 Prismatic 0 0 0 r1
2 Revolute 0 0 q2 0 
3 Revolute 0 D3 = 0.4 q3 + /2 0 
4 Revolute /2 0 q4 + /2 R4 =0.451
5 Revolute - /2 0 q5 - //2 R5 = 0

Reff Constant - //2 D6 0 -R6 = -0.405

Table 2. D2M2 dynamic parameters. The units used are the SI units: mass Mj in
Kg, moment of inertia XXj, YYj, ZZj in Kg.m2, first moment MXj, MYj, MZj in
Kg.m, moment of inertia of rotor IAj in Kg or Kg.m2 according to the type of
joint, Coulomb friction FSj in Kg.m.s-2 or Kg.m2.s-2, viscous friction FVj in Kg. s-1

or Kg.m2.s-1.

M1 = 17.122 
IA1 = 4
FV1 = 1
FS1 = 0
M2 = 7.726 
ZZ2 = 0.359
MX2 = 1.684
IA2 = 0.015
FV2 = 0.9
FS2 = 0

M3 = 1.654
ZZ3 = 0.0232 
MY3 = 0.109
IA3 = 0.012 
FV3 = 0.5
FS3 = 0
M4 = 6.123 
MX4 = 0
MZ4 = -2.109
MY4 =-0.075

XX4 = 0.726 
YY4 = 0.726 
ZZ4 = 0.0117 
ZZ4 = 0.0009
IA4 = 0.0025
FV4 = 0.05
FS4 = 0
M5 = 0.3 
XX5 = 0.018
YY5 = 0

ZZ5 = 0.0187 
MX5 = 0
MY5 =-0.075
MZ5 = 0
IA5 = 0.0025
FV5 = 0.0500 
FS5 = 0

3.2 Cost function

The function is chosen as the square of the distance D between the fixed

penetration point (trocar position TrX ) and the instrument held by the robot (Fig. 3).

This function, depending on q and TrX , is expressed in the frame 5 by:
2

Tr Tr( q,X ) D( q,X )

5 5 2 5 5 2 5 5 2
Tr I Tr Tr I Tr Tr I Tr Tr( q,X ) ( x ( q,X ) x ) ( y ( q,X ) y ) ( z ( q,X ) z )

where subscript I denotes the projection of the trocar position on the instrument.

3.3 Real implementation

Basic paths for MIS such as straight line, circle and helix have been performed
(Fig. 4). The gains of the control algorithm have been tuned from simulation results
such that 3000Kp , 25Kd , and 4600 .

For a 20 cm straight line path, Fig. 5. shows that the tracking error is less than
2.10-2 m (left), and the distance between the trocar and the instrument is less than
2.10-2 m (right). The maximum velocity and acceleration reached by the tool are
respectively 0.16 m.s-1 and 0.25 m.s-2. The generated force on axis 1 and torques on
the other axes (Fig. 6) remain within the range of capabilities of the actuators.



Results are similar with circular and helical paths. Fig. 7 shows the Cartesian error 
for a helical path.

Fig. 4. Straight line motion of D2M2 under constraint of trocar.

Fig. 5. Tracking error (left) and distance trocar–instrument (right) for a straight
line path. 4600 .

Force 1
Torque 3

Torque 2

Torque 5

Torque 4

Fig. 6. Force on axis 1 and torques on other axes during the straight line path.

4 Discussion

The comparison of the distance D obtained with different values of  shows that 
D decreases significantly when the absolute value of increases. The tracking
error is not influenced by the term , depending rather on the gains Kp and Kd .
The control torques remain within the physical limits. However, we notice that 
torque oscillations increase with the absolute value of , especially in certain joint
configurations of the robot. This should be partially improved after running a



proper identification procedure of the dynamic parameters. The linear guide of axis
1 will also been strengthened, which should reduce dramatically the structural
vibrations induced at high velocity. But a major improvement has been obtained on
the steady state behavior by reducing the sampling rate from 1 ms to 0.7 ms. This
allows a better estimation of the joint velocities. As the computation time is less 
than 0.35 ms, the objective is yet to decrease the sampling rate up to 0.5 ms.

We have also shown that oscillations in the tracking error at the tool tip could be
significantly reduced by damping the lateral motion of the instrument within the
trocar (Fig. 9). This is done by adding a damping term to the cost function of
equation (16)

2
1 2Tr Tr Tr Tr( q,q, X ) D( q, X ) ( X Y ) (17)

Desired path Real path

Fig. 7. Real and desired helical paths (left), and corresponding
tracking error (right)

Fig. 8. Plot of joint velocities (1st column: axis 1 in m.s-1; the other columns: axes 
2 through 5 in rd.s-1) with respect to time (s). The sampling period is 1 ms (1st row),
and 0.7 ms (2nd row). 5100 .



Fig. 9. Distance (m) trocar-instrument (left column) and tracking error (m) at the
instrument tip (right column) with respect to time (s) for a straight line path: lateral
motion within the trocar without damping (1st row) and with damping (2nd row).

7000 .

5 Conclusion

We have presented an efficient dynamic decoupling control scheme based on the
optimized choice of the arbitrary control torque expressed in the null space. In the
context of MIS, this control allows a redundant serial robot to achieve motions
guaranteeing that the instrument passes through a penetration point materializing
the trocar position. The optimization term of the global solution of the static model
generates internal motions that tend to reduce the distance between the trocar and
the instrument. The inputs of the control structure being the instrument tip position
and the trocar position, we have shown on the real robot D2M2 that it was possible
to practically decouple the task behavior (tool motion) from the posture behavior
(satisfaction of the trocar constraint).
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Humanoids are the new addition to the robotics world which became popular in
the last decade. A humanoid is complex not only in its construction but also
modeling and control. It promotes a better understanding of human body and it
also brings us a step closer to replicating human ability in performing a wide
variety of tasks.

In the the first article, Yokio and co-workers at AIST introduce for the first time a
tele-operated humanoid that operates a backhoe in place of a human operator.
This brings together a lot of research and engineering effort to remotely control
the humanoid, to protect the humanoid from the shock and vibration of the vehicle
seat and “full-body operation” technology that controls the humanoid’s total body
movement. The last point helps prevent the humanoid from falling over.

As a humanoid possesses complex dynamics, it is often desired to specify the end-
effector points of interest. In the second paper, Nishiwaki and colleagues present
a method of generating walking motion based of the desired hand motion
trajectory. With the hands as the end-effectors of interest, the trajectories for the
rest of the body is generated and run simultaneously.

The third article by Mizuuchi et al presents the design and development of a
reconfigurable humanoid system and a method to acquire body information
coupled with a neural network. It shows the capability of realizing complex
human body motion through feedback modification method used in conjunction
with a neural network.

The only humanoid article in this chapter that comes from outside of Japan applies
task planning strategy with Petri-net to coordinate task execution by highly
redundant robots possessing multiple sub-systems, such as a humanoid, two-arm
system, etc. Asfour and co-workers describe experiments carried out on an
ARMAR humanoid that possesses 23 DOFs.

A higher level control is studied in generating the behavior of humanoids. In the
last article of the chapter, a behavior imitation method is proposed by Asada and
colleagues. Here, the humanoid was to learn and mimic the motion of a human
demonstrator. Various efficient methods of representing the complex amount of
data are proposed using the Self Organizing Map to produce various efficient
posture and motion map representations.
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Designing is the drawing board where many new and innovative ideas in robotics
are born. Robots today no longer come in the form of arms and wheels. Complex
task requirements dictate the need for many new designs.

The first article by Sugiyama and Hirai starts the chapter with a refreshingly
different type of robot: a deformable robot in the shape of only a wheel. This
wheel is controlled to crawl, climb and even jump.

The second article updates the world on the progress of the design of an
exoskeleton system by Kazerooni’s group from UC Berkeley. The system
promises to convert any person into “superman” with the design of a wearable
robotic system that helps the person to carry load on his backpack. It reduces
fatigue and would one day make moving heavy load on your back like a walk in
the park.

The third article by Suthakorn and Chirikjian presents an attempt to bring into
reality an idea that was conceived over half a century ago: man-made self-
replicating machine. This trait of a living organism is still relatively
underdeveloped in the world of robotics. As the authors admitted that an
autonomous reproduction of a man-made machine is still not a reality, this article
presents an experiment of a replication process of transistor circuit by self-
inspection. The authors concluded that self-replication by self-inspection
appeared to be a more robust and less complicated alternative to that by the
conventional Von Neumann universal constructor.

In the fourth article, Tonietti and colleagues discuss the importance of robot
safety. The concept of robot safety is discussed and the design parameters are
reviewed to achieve what they term as the maximum suitable level of injury risk.
This is a very important and relatively new area of research that would enable
robots to be safely integrated into human environments.

The last article by Yesin, Vollmers and Nelson investigates the design of
microrobots that can be introduced into the human body and actuated through
external magnetic fields. It also covers the position sensing problem of intraocular
robots where visual servoing was used to control the position of the microrobots in
the eye.
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Abstract. The concept of man-made self-replicating machines was first proposed by John
von Neumann more than 50 years ago. However, there has never been a physical
implementation of his universal constructor architecture as a robotic system. Prior to our
other recent work, an autonomous self-replicating mechanical system had not been
developed. In this paper, we demonstrate a non-von-Neumann architecture for the
replication of transistor circuits by active self-inspection. That is, there are no instructions
stored about how to construct the circuit, but information observed about the spatial
organization of the original circuit drives a larger electromechanical (robotic) system in
which it is embedded to cause the production of a replica of the original circuit. In the
work presented here, only replication of the control circuit is of interest. In the current
context, the electromechanical hardware is viewed as a tool which is manipulated by the
control circuit for its own reproduction. This architectural paradigm is demonstrated with
prototypes that are reviewed here and compared with an implementation of the universal
constructor concept.

1 Introduction

1.1 Motivation

The concept of man-made self-replicating machines was first proposed by John
von Neumann more than fifty years ago [1], and this led to a flurry of related
works [2, 3]. However, there has never been a physical implementation of his
universal constructor architecture in a robotic system. In contrast there have been
a number of implementations of self-assembling mechanical systems [4, 5]. Prior



to our other recent work (see [6]), an autonomous self-replicating mechanical
system had not been developed. In contrast to passive self-assembly, a self-
replicating system actively utilizes an original unit to assemble a copy of itself
from a collection of passive components. However, this does not require the use
of von Neumann's universal constructor architecture. In the present work, we
demonstrate a non-von-Neumann architecture for the replication of a transistor 
circuit by active self-inspection. That is, there are no instructions stored about
how to construct the circuit, but information observed about the spatial
organization of the original circuit is fed into the circuit itself to provide assembly
commands. The circuit then drives a larger electromechanical (robotic) system in
which it is embedded to cause the production of a replica of the original circuit. In
the work presented here, only replication of the control circuit is of interest. In the
current context, the electromechanical hardware is viewed as a tool which is
manipulated by the control circuit for its own reproduction (much in the same way
that deer living in a forest can reproduce without an associated reproduction of the
forest itself). This architectural paradigm is demonstrated with prototypes that are
reviewed here and compared with an implementation of the universal constructor
concept.

1.2 Related Works 

This work complements our recent work in which we have demonstrated
various aspects of robotic self-replication with a series of prototypes including: (1)
remote-controlled systems capable of assembling copies of an original robot from
subsystems [7]; (2) a semi-autonomous system in which a remote-controlled robot
builds fixtures which then autonomously assist in assembling a copy of the
original robot [8]; (3) an autonomous self-replicating mechanical system (in which
the computer program for the replica is pre-installed) which functions without
human intervention [6]. The present work differs substantially from those works
because it focuses on the replication of the “brains” of simple robotic systems
from individual transistors rather than treating the microprocessor as a
preconstructed subsystem in the assembly process.

Over the years, the concept of self-replicating robotic systems has been
considered to be useful in many applications, especially, space applications. Many
researchers have discussed the possibilities of using such a system in space and
planetary exploration [9, 10, 11]. In order to make this vision realistic, one must
show that self-replication of intelligence (SRI) is possible. We believe that the
non-von-Neumann concept ofself-replication by self-inspection, first addressed
theoretically by Burks [13], Arbib [12], and Liang [14] (and implemented in
electromechanical systems for the first time here) is a paradigm which is very
robust and worthy of consideration.

In the next section, our approach to self-replicating intelligence is described.
Section 3 describes demonstrations developed by our students and their results,
and Section 4 presents our discussions.
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2   Our Approach on Self-Replicating Control Circuitry 

Ideally, for a robotic system to be truly self-replicating, it would have to
demonstrate the ability to assemble all of its own subsystems from the most
fundamental components. In the case of the robot controller, we consider the most
fundamental components to be transistors, resistors, capacitors, etc., whereas 
microcontrollers are too complex to be considered as basic elements.

Our approach is to build a circuit capable of controlling an electro-mechanical
system to re-build replicas of the control circuit from the most fundamental
electronic components. In the von Neumann universal constructor paradigm, an
associated instruction code is also required. In contrast it is possible to replicate a
particular system by self-inspection without invoking von Neumann's universal
constructor. We illustrate both concepts in hardware designed and constructed by
students in a Mechatronics course taught at Johns Hopkins University in 2003.
Two prototypes illustrate replication by self-inspection, and one demonstrates the
universal constructor. In all three cases, pre-built electro-mechanical systems
(called the SRI-builders) use the transistorized circuit as its controller. While in
the von Neumann paradigm, the controller follows instructions that are explicitly 
encoded (and hence must reproduce the code for the overall system to be self-
replicating), in the self-inspection paradigm, actions are taken implicitly as a result
of observing the spatial layout of components in the original and feeding that
information into the circuit itself. Clever electromechanical design ensures that
observations obtained during self-inspection are translated directly into actions
without requiring the interpretive step of consulting a long sequence of encoded
construction commands.

3   Experiments and Results 

3.1 A von Neumann Universal Constructor Prototype

The robotic system is a two-degree of freedom gantry-style robot, consisting of
two arms separated by a constant offset. One degree of freedom is the position
along the entire system that includes the feeders and the assembly boards. The
other is the vertical direction, perpendicular to the system foundation, used by the
arm to pick up and drop off code and circuit pieces. The position and arm
commands received by the control circuit are carried out and controlled by
switches designed and placed to be operated at the completion of each movement.
There are two boards being assembled at any given time, one for the circuit and
one for the code. The circuit board is pre-wired so that when the circuit blocks are
dropped into place, all of the chip connections are, in theory, instantly made. Each
line of code consists of three bits fed simultaneously to a reader array consisting of
three optical sensors that detect the value of the bits below – black being zero,
white being one. These photo sensor cells are coupled with infrared LED emitters 
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Fig. 1 Side View of the Replicating system (Von Neumann Universal
Constructor Prototype.)

that provide IR light to be sensed by the sensors; ambient visible light has the
potential of providing sufficient light energy to reflect off the code and be detected
by the sensors, but the IR emitters guarantee the readability of the code. See
Figure 1.

3.2 Non-universal self-replication by self-inspection (design 1)

This self-replicating control circuit has the ability to identify the proper
electronic components required, translate information about its own constituent
parts obtained from self-inspection into mechanical tasks that create a replica , and
transfer all functions to the replica. There is no list of instructions in the form of a
code. Each electronic component has a black-and-white color code. Parts are
loaded into feeders, and as a reading head traverses the control circuit, the
information about which part of the control circuit is being observed is fed into the
circuit itself. This actuates the solenoid in the appropriate feeder to release the
parts needed to form the replica. Parts then slide down an incline and form an
orderly array. The reading head continues to move and creates replicas until
resources are completely utilized or its track ends. The design is scalable and the
components are modular, allowing many different levels of intelligence to be
replicated. This concept is one of many which we are investigating to enable self-
replicating robots to perform complex behaviors. See Figure 2.
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Fig. 2 Side View of the Replicating system (Non-Universal Self-Replication by
Self-Inspection – Design 1.)

3.3 Non-universal self-replication by self-inspection (design 2)

This robotic system is an X-Y table constructed from modified LEGO
components. A photo-transistor sensor system is attached to the end-effector of the
X-Y system in order to inspect the control circuit (the components of which are
each assigned a unique black and white code). On the top of the X-Y system, a set
of component feeders is installed. The circuit converts the signal from the sensor
system to control the component feeders to release the correct component to the
parts assembler. The parts assembler then arranges all the components to create a
new replica of the control circuit. See Figure 3.
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Fig. 3 Side View of the Replicating system (Non-Universal Self-Replication by
Self-Inspection – Design 2.)

4 Discussion

Whereas von Neumann's architecture for self-replicating kinematic automata is
the most widely known approach, it is not the only one. Self-reproduction by self-
inspection in which a non-universal constructor ‘reads’ an original device and
‘writes’ a copy by executing a very small set of hardwired commands is an
alternative. In our experience observing students attempting to build self-
replicating devices, self-replication by self-inspection appears to be a more robust
and less complicated alternative to the universal constructor.
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The mobility of flying robots is often the main reason researchers select this mode
of robot for a specific application. On top of that, it provides a bird’s eye view of
the environment, which is often very useful in solving certain problems.

The first article is the result of a collaborative effort between CSIRO (Australia),
the University of Southern California and Dartmouth College. Corke and
colleagues present a sensor network deployment method using autonomous aerial
vehicles for a large-scale environmental monitoring task. The article presents the
algorithm for network sensor deployment, maintenance of network connectivity
and the results of field experiments.

The next article by Merz, Duranti and Conte studies the classic problem of
autonomous landing of an unmanned helicopter, this time performed only using
vision and inertial sensor. The algorithm is robust to weather conditions and
results are provided from simulation and actual flight tests.

In the third article, Grocholsky and co-workers present the results of sensor fusion
techniques for air-ground robotic operations. The technique exploits the
complimentary capabilities of air and ground robots and is applied to a task of
tracking multiple ground targets.

The last article by Ng and colleagues shows the effectiveness of reinforcement
learning applied to the control of an autonomous helicopter platform. Helicopters
have “highly stochastic” and “nonlinear” dynamics and autonomous helicopter
flight is widely regarded to be a challenging control problem especially at low
speed. Here, reinforcement learning was shown to answer this challenging
problem and not only maintained the helicopter in the air, but also keeping it
inverted. An “upside down” flying helicopter is not something we see everyday.
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and dashed lines show trigger connections. Closed contours are extracted from gray-
level images using a fast contour following algorithm with two parameters: edge
strength and binarization threshold. The latter is calculated from the intensity dis-
tribution of the reference pattern. In the contour list we search for the three biggest
ellipses belonging to a circle triplet. Ellipse parameters are estimated by minimizing
the algebraic distance of undistorted contour points to the conic using SVD [4,6].
After having found three ellipses, the corresponding contours are resampled with
sub-pixel accuracy. A coarse pose is estimated based on the ratio of semi-major axes
and circle radii. The estimation is optimized by minimizing the reprojection error:

min
a

12∑
i=1

(
di − ci mod 4

σi mod 4

)2 d = (ue1, ve1, la1, lb1, · · · , ue3, ve3, la3, lb3)
σ = (σc, σc, σl, σl)
c =

(
ûe(a), v̂e(a), l̂a(a), l̂b(a)

) (3)

This function is non-linear and minimized iteratively using the fast-converging
Levenberg-Marquardt method [6]. It’s initialized with the pose parameters from
the first estimate. The uncertainties of the ellipse centers σc and axes σl are known
from separate noise measurements. Finally, the pose parameters are converted to
helicopter position and attitude using angles from the PTU and known frame offsets
and rotations. The PTU control runs in parallel to the image processing using pixel
coordinates of the pattern center as input, aiming at centering the landing pad in the
frame as soon as it’s localized.

Two methods for analyzing image intensities are implemented. The first estimates
the background intensity of the reference pattern based on the assumption being the
brightest surface in the image. When the landing pad is detected, the second method is
applied. It computes the background intensity and the binarization threshold based
on the intensity distribution of the pattern. The exposure controller controls the
camera shutter time and iris aiming at keeping the background intensity in a certain
range.

3 Sensor Fusion

The position and attitude estimates delivered by the vision system can not be fed
directly into the controller due to their intrinsic lack of robustness: the field of view
can be temporarily occluded (for example by the landing gear), the illumination
conditions can change dramatically just by moving few meters (sun reflections,
shades, etc.). On the other hand, vision readings are very accurate, when available.

Hence, a navigation filter based on a Kalman filter (KF) has been developed,
fusing highly accurate 3D position estimates from the vision system with inertial data
provided by the on-board accelerometers and angular rate gyros. Besides filtering out
a large part of the noise and outliers, the filters provides a satisfying dead reckoning
capability, sufficient to complete the landing even when the vision system is "blind"1,
see Fig. 8.

1 During the last 50 cm before touch down the vision system is often "blind" due to two
factors: (a) the shade of the helicopter covers part of the pattern at touch down, and (b) when
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There are definite advantages in using multiple robots to collective accomplish a
task. The area of distributed autonomous robotic systems represents the merging
of traditional robotics research and multi-agent systems research typical in
artificial intelligence and computer science disciplines.

The first paper by Correll and Martinoli reports work in the use of a swarm of
robots to perform an inspection on a regular engineered structure. A collective
swarm behavior in performing the task emerges out of a simple robot-to-robot
interaction algorithm, making it simple and robust yet effective in completing the
task. The study also reported the effect of the environmental structure on the
effectiveness of the algorithms.

The next article by Yoder and Seelinger shows a cooperative effort between two
mobile manipulators in accomplishing a common task. A large and not-so-
accurate robot was tasked to carry a smaller and accurate robot to complete a
“cherry-picking” task, using uncalibrated vision feedback and minimum
communication between the two robots. The overview of the coordinating
algorithm and the result of the experiment were presented.

In the third paper, Brooks and co-workers report a study of Active Sensor
Network, where information is gathered from a range of heterogeneous sensor
platforms. Twelve different stationary sensors were set to monitor the human (and
robot) traffic in a room for several days, coming on and off line individually. The
paper concentrates mainly on the implementation aspects of an Active Sensor
Network.

The fourth paper by Bourgault and colleagues present a similar case study to those
in the third and fourth articles of Chapter IV (Localization and Map-Building)
whereby a number of heterogeneous mobile robots with a range of different
sensors perform a search algorithm for a target in an indoor environment. The
paper raised an interesting possibility, as a part of ongoing research, of human
intervention in the sensor network to facilitate the search process.

In the last paper, Jones and Mataric present their work on the control of multi-
robot systems. The robots are homogeneous, with distributed intelligence and
limited amount of non-transient internal state. There is no inter-robot
communications. An unexpected collective behavior can emerge out of simple
behavior of the individual robots. This paper presents a macroscopic model for
calculating the probability that these homogeneous robots would correctly execute
the given task. The model aids the decision process related to the appropriate use
of internal state and its trade-offs with resulting system task performance.
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The first paper by Kimura and Fukuoka studies the ability of a quadruped robot to
achieve high-speed mobility on irregular terrain with less knowledge of the
ground. This animal-inspired ability models the animal’s muscle and joint with
virtual spring and damper system controlled by a “neural system model” consists
of a CPG (central pattern generator), reflexes and responses.

In the next paper, Lin and co-workers present odometry sensing for an
autonomous hexapod. The newly developed body-pose estimator is tested on the
all-terrain RHex hexapod and compared to an independent camera based ground
truth measurement system (GTMS) to assess the deterioration in performance over
increasingly slippery ground and at varying speeds. It is also compared to the
quality of elapsed distance measurements arising from the leg sensor based
estimator, a legged open loop scheme, and the traditional axle revolution count
performed on a wheeled version of RHex.

An interesting experiment is presented where robots join the climbing enthusiasts
on the cliff. Bretl and co-workers present a four-limbed robot LEMUR IIb robot
is being developed at Stanford University to free-climb almost vertical rock
surfaces. Relying more on the planning algorithm than a specific hardware, the
robot has been demonstrated to climb an indoor, near-vertical surface with small,
arbitrarily distributed, natural features.

The robots in this last article by Yim and co-workers may not be walking in the
traditional sense, as they do not even possess limbs, but they are capable of
conforming to the environment and locomoting through it. The robots are made
up of modular robots and they are capable of forming a conforming loop to move
through more open space and snake-like configurations for narrow space. They
are suitable for search and rescue operations through tight, unstructured
environments that are too narrow for human to pass through. These robots
showed an amazing capability in moving through all the unstructured terrains.
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Limbless Conforming Gaits with Modular Robots 

Mark Yim, Craig Eldershaw, Ying Zhang, David Duff

Palo Alto Research Center 
3333 Coyote Hill Rd, Palo Alto, CA 94304, USA
{yim, celdersh, yzhang, dduff} @parc.com

Abstract: This paper presents experimentation using the PolyBot modular robot of two limbless
gaits which conform to environment. A conforming loop gait is low profile and traverses over a
variety of obstacles where the ratio of the height of the obstacle to robot is up to 1.3. A concertina
snake gait is capable of negotiating narrow passages (for example a width of double the width of the
robot itself), including those with bends as sharp as 110º. It is well suited to locomotion in
unstructured tunnels. One little appreciated point that is emphasized in this paper is that the
difficulty of an environment is always relative to size of the robot itself.

1 Introduction

Mobility in unstructured environments is difficult, yet important for tasks like search and
rescue. While a variety of methods for mobility exist, these largely attempt to defeat the
obstacles, rather than making use of them. This work focuses on the notion of conforming
to obstacles as way to enable locomotion through unstructured environments. Two sensor-
based gaits demonstrate the effectiveness of this approach. Conforming to obstacles allows
a system to increase stability while maintaining a low profile. This is important in unstable
cluttered environments like a rubble pile resulting from a collapsed building.

The snake-like body shape is well-suited for moving through unstructured environments
as its small cross-section allows the body to move through narrow gaps, yet its long reach
allows it to cross over larger obstacles. Robot snakes however, have yet to be shown to be
useful in moving through unstructured environments [1-5]. The body-following-head type
gaits (e.g. lateral undulation) are useful for going through narrow passages since the robot
never occupies a space much larger than the cross-section. However, most robots which
use this gait have employed passive wheels to provide differential friction on smooth flat
terrain; these do not work on rough terrain.

This paper presents gaits which make non-sliding contact with the terrain and conforms
to it. This is demonstrated through two types of gaits; a conforming loop that rolls over
rough terrain and a concertina snake gait for motion through winding tunnels.

The intuition for the conforming loop is very simple: somewhat like a blob rolling over
terrain. The gait was introduced in [6] showing the implementation and control, but not
any quantitative data on the performance. The concertina snake gait is a slightly more
complicated gait. It is typically used by snakes inside tunnels, where the snake wedges the
back part of his body against the tunnel walls and extends the front part, then wedges the
front part and repeats.

Hirose has demonstrated sensor based conforming locomotion through a winding planar
channel using lateral undulation [1]. The snake robot in this case had wheels to reduce
friction and moved through a smooth tunnel that was very nearly the same width as the
robot. Hirose’s work is somewhat similar to the concertina gait presented here in that it
conforms to a tunnel. However, the fundamental difference is that his gait works best
where no friction exists, whereas the conforming gaits shown here in fact rely upon strong
frictional interactions with terrain. In addition, it is not clear how Hirose’s system would
fare in 3D unstructured environments, or those environments with rough surfaces (which is
the topic of this paper).



This paper is organized in a parallel fashion where the conforming loop and concertina
gaits are presented in parallel in each section. Section 2 presents the technical approach of
each gait, along with an introduction to the modular robotic platform used. Section 3 
introduces the experiments performed. Section 4 presents the results of the experiments
with some analysis. Final conclusions with implications for future work are presented in
Section 5.

2   Technical Approach

The PolyBot G1v4 and PolyBot G1v5 [7] modules form the robots that demonstrate the
conforming loop and concertina gaits respectively. The PolyBot robot systems consists of
many identical one degree of freedom modules that are about 5 cm long. Both G1v4 and
G1v5 modules contain a touch sensor, a PIC 16F877 microprocessor, a hobby servo and an
NiMH battery pack and are illustrated in Figures 1a and 1b. The two modules are slightly
different in that the G1v4 modules are more easily reconfigured as they are assembled by a
simple press and twist mechanism, where as the G1v5 modules are more robustly held
together with screws.

Fig. 1 a) PolyBot G1v4 module, b) PolyBot G1v5

Each module can be attached to any other module with 90º rotational symmetry. Thus
modules may be attached together such that their axes of rotation are parallel and they
move in a plane, or they maybe attached such that their axes are perpendicular to obtain
out of plane motions. The G1v4 modules have four connection plates versus the two
connection plates of G1v5, however, only the end two connection plates are used in these
demonstrations.

While every module has onboard computation and ability to hold batteries, these
demonstrations use a tether simply because it is easier to implement, and the focus of this
work is locomotion. Tetherless and standalone operation have been demonstrated for
other gaits using PolyBot and would not be difficult to implement.

The implementation of the conforming loop configuration consists of a chain of 16 G1v4
modules attached such that all the axes of rotation are parallel. The two ends of the chain
are linked together to form a loop as in Figure 2. This loop can “roll” like a tank tread
through a series of coordinated changes in the joint angles of the modules. Each of these
G1v4 modules has force sensors attached on the face outside of the loop. These are FSR
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(force sensing resistor) sensors, and their analog outputs are simply thresholded to detect
contact with the environment.

Fig. 2: 16 G1v4 modules in a loop configuration conforming over a box 

As the loop rolls forward, the touch sensors on the forward part of the robot detect
contact with the environment, and can thus react by stopping those moving modules. This 
results in the loop conforming to the shape of the environment as it rolls over it.

There are essentially two processes running in parallel. One process causes the back end
of the loop to form two 90º bends so the chain folds over on top of itself (see Figure 3). By
propagating this fold (straightening one 90º bend and bending a straight module) the back
end of the robot moves forward as if it were a track rolling. The front end does the same
thing, however the bend and unbend are done in a sensor-based fashion. The front end
module continuously moves until contact is detected with the FSR. If contact is made
early, (for instance the front end hitting an obstacle) the unbending module stops and the
next module starts to unbend causing the front end to “climb up” the obstacle (see Figure
4a). By the same token if no obstacle is there and the ground drops away (the edge of a
cliff) the unbending module continues to move past the straight position into a negative
bend (see Figure 4b).

This gait can be implemented in a distributed manner with local processes and message
passing. The phase automata programming paradigm is a natural one for implementing the
conforming loop and is described in detail in [6].

Fig. 3: Conforming loop rolling on flat terrain
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Fig. 4: a) Conforming loop climbing up an obstacle. b) A negative bend over the edge of an
obstacle

The concertina gait is one of several snake locomotion gaits. To the authors knowledge,
the demonstrations by PolyBot are the first to be been demonstrated by a robot, especially
in unstructured terrain. Snakes use the concertina gait to move through parallel
constrained areas such as tubes or tunnels. Essentially, the snake “bunches” itself, pushing
against the sides of the environment; then straightens itself starting from the front end,
making some forward motion. As implemented on PolyBot, the robot bunches until
contact with the obstacles (e.g. side walls) is sensed. This action not only engages the
environment but is used to conform the gross shape of the robot to the shape of the tunnel.
Since the robot “grabs” the walls by pushing against it, a rough surface is beneficial to the
gait. This combined with the conforming nature of the gait makes it particularly apt for
moving through unstructured tunnels for example, those found built by animals in hard
earth.

While a variety of touch sensors were tested, a more indirect method of contact sensing
turns out to be more effective. The problem with touch sensors in snake-like robots is that
it is difficult to ensure the entire surface of the robot is sensitive. In unstructured
environments an outcropping may make contact with the robot outside of the touch
sensitive area. Instead of using touch sensors the module servos are commanded to a
position and the position sensors are checked to see if the module has reached the
commanded position, relying on the compliance inherent in the modules. By taking many
small steps contact with side walls of a tunnel may be detected with contact on any portion
of the robot. Using this method a “guarded move” primitive is the basic component for this
gait. A module is commanded to move to a final position taking many small steps until it
either reaches the target position or makes solid contact with an object stopping its motion.
This method of contact sensing is not very sensitive and so larger side forces are obtained
during the concertina gait. This leads to larger normal forces and thus larger beneficial
frictional during the “wedging” portion of the gait.

For this implementation the PolyBot modules are arranged by the following. Let a chain
of modules be represented by a chain of letters X and Y, with X being modules oriented
such that the axis of rotation is parallel with gravity and Y such that the axis is
perpendicular. Figure 5 depicts the chain of PolyBot G1V5 modules used for the
concertina gait in an XXYXXXYXX configuration. The X modules perform the
concertina motion. The Y modules allow out of plane motion and conform to the up/down
bending of a tunnel. A lighted camera module at the front shows images of the inside of
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the tunnels. In addition, for the bending trials a triangular wire “nose” is mounted onto the
camera housing in the front of the module to help passively guide the robot.

a)

b)

c)

d)

Fig. 5: Nine PolyBot G1v5 modules comprise the concertina gait configuration. a) the starting
position, b) bending starting from first the front part of the body, c) bending the tail last with the
front unbending first, d) unbending continues.

A gait control table is used to generate the concertina motion pattern. Gait tables are
described in detail in [2]. This table assigns a sequence of target angles to each module.
The one difference in the gait table implemented in this paper is that each move in the
table is a guarded move, rather than an open-loop linearly interpolated motion.

The sequence of motions start with the robot straight and all modules compliant (see
Figure 5).

The front two modules bend to the right until contact is made or until the
modules form an arc of 140 degrees which ever comes first (as in Figure 5b).
Then the next two modules do the same, but bend to the left (as in Figure 5b).
The next module bends to the right
And finally the last two modules bend to the left again (as in Figure 5c).
The modules then straighten in the same order that they bent (front first).

We call this sequence a right bend cycle of the gait. A left hand cycle starts with the front
modules bending to the left and alternating right and left similarly in a mirror image to the
right bend cycle. During the concertina gait through a straight tunnel, the system is shown
alternating between right bend and left bend cycles.
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The principle here is that the front end bends first grabbing the side walls so as the rest
of the body bends the body gets pulled towards the front. Once fully compressed, the
modules sequentially unbend with the back end as the last part to unbend. Thus, the back
end remains in contact with the walls as the front end extends out forward again making
progress in the desired direction.

By allowing portions of the robot to be compliant in addition to the guarded moves, the
robot can explore non-straight paths while using one fixed gait table. That is the robot’s
global shape can conform to the turns in a path without explicitly controlling the robot to
do so, just relying on guarded move to stop the modules at the appropriate time.

3 Experiments

A variety of experiments were implemented for both the conforming loop gait and the
concertina gait. Obstacles of varying height and width composed the test environment for
the conforming loop while paths with varying bend angles composed the tests for the
concertina gait.

One measure of performance of the conforming loop is the ability of the leading edge to
handle different obstacle configurations. There are two classes of obstacles in the
conformal loop tests: a step up and step down. A variety of objects such as boxes and
books make up the step up and step down obstacles of differing heights. These obstacles
were broad enough that the center of gravity of the robot is on top of the obstacle before
the front end starts to climb down the “step down” part of the obstacle.

In addition several other obstacles were tested. Figure 6 shows a platter that has 4cm
high walls that are several millimeter thick. The robot had no problems climbing over
these walls the thin walls served more as a feature to grab than as obstacles. In addition, a
composition of step up, step down, and ramp obstacles was shown and reported in [8].

Fig. 6: Conforming loop crossing over a platter 
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The test environment to see how the concertina gait progresses through different bends in
the path consists of a straight cardboard u-beam with a partial cut through the middle as
shown in Figure 7. The channel is approximately double the width of the modules. Tests
are performed with different bends in the beam with additional pieces of cardboard
attached at the seam to ease the transition at the bend.

In addition to measuring success or failure, the time to move through the bend is
recorded. Timers are started with the head of the robot at the bend, and stopped when the
tail of the robot just moves past the bend.

For the bend tests, a slightly different pattern of motion is used than the straight
channel. Two more cycles are added to the original left and right bend cycles and then
rotated among the four types of cycles. These new cycles are similar to the two mentioned
earlier, except that the front three modules bend one way rather than the front two. One
called extended left bend cycle has the front three bend left and one called extended right
bend cycle has the front three bend right. This allows for the nose of the module to bend
more to insert and follow a bending path. The rotating among the four cycles performs
similarly for the straight tunnels as the rotation among the previous two cycles.

Just like the conformal loop, the tests run with the concertina gait are not always
consistent, although multiple trials are not completed at this time. Failure is recorded if the
system ever enters the same state multiple times (i.e. no progress is being made).

The grounds outside of the laboratories at PARC where multiple ground squirrel
burrows pose an annoyance to the local grounds keepers is shown in Figure 8. A hole
serves as a test path. Features of this irregular tunnel include an ovoidal shape about 15cm
× 10cm, a curve downward at the beginning, then a curve upward and to the left.

Fig. 7: a) Concertina gait test path with b) test path with 145º.
a bend of 110º.

Fig. 8: a) Concertina gait moving b) Inside of the hole as seen by robot’s camera
  through ground squirrel hole.
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4 Results

To surmount a step with the conforming loop gait, the system must reach the top of the
step as well as transfer its center of gravity to the point over the step. Experimentally, the
maximum step that was climbed with a 16 module loop was 13cm in height which is
approximately one sixth of the length of 16 modules end-to-end, about one third the length
of the loop. Real snakes are purported to be able to reach up one third of their length.

Table 1 shows the robot’s performance over varying heights for step up obstacles. The
13 cm obstacle appears to be the borderline maximum height achievable with this method.
The 18 cm obstacle was not achieved despite multiple attempts. The failure mode for this 
gait while attempting to climb over a too high obstacle occurs with the robot falling over 
backwards. The front end starts to build up (as in Figure 4a) until the base of the robot is
too small and the robot tumbles.

Height Relative height # success / # trials 
9 cm 1.0 3 / 3 
13 cm 1.3 2 / 3 
18 cm 2.0 0 / 5

Table 1: Test runs for conforming loop over obstacles.

For the step down obstacles, the robot seemed to perform adequately. It did not
necessarily conform to the corner accurately, however for traversing the step down
obstacles, it is only important to make contact with a support surface before the robot falls.

A goal for the conforming loop would be to climb stairs which are typically 18 to 21 cm
tall. In [2], a loop was shown to climb stairs with a rise of 18 cm. The difference was that
the system used hand tweaked open loop gait to achieve a consistent robust stair climbing
behavior for one set of stairs. In addition it used 17 instead of 16 modules.

It is possible that the addition of a single module makes the difference between success 
and failure for stair climbing, however it is just one module that contributes to a 6%
increase of the circumference of the loop. In any case, the open loop stair climbing is an
empirical upper bound that is an achievable maximum height for conforming loop gait.

One reason that the conforming loop does not perform as well as the hand-tweaked stair 
climber is that the conformed shape does not match as well as the hand tweaked one. For
example in Figure 4a, the bottom part of the configuration can be seen to be “wrinkled”
where as the analogous part of the stair climber in Figure 9 shows a more precise shape.

Fig. 9: Stair climbing robot, run open loop.
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Table 2 shows the robots performance through a variety of bends and the time it took for
the rear of the module to pass the bend. Motions through paths that have bends less than
90º would to be expected to succeed as any compliant forward motion would work
(imagine pushing a wire through a tube). However, motions through angles greater than
90º are not as obvious.

The system worked well at 100º and even 115º, moving even quicker than through the
85º bend. In the case of the sharp angles, certain cycle motions would catch the corner of
the bend on a module and then propel the snake nearly 4 cm down the tunnel with the one
cycle. Normally each bend cycle makes approximately 2.5 cm of progress taking 10 
seconds to execute. The robot executes approximately 20 to 40 cycles for each trial.

The system failed at the 145º bend shown in Figure 7b. The front of the modules 
bunched up in the corner and did not get out of it. It is possible that an increased bend like
the extended bend cycles with 4 instead of 3 modules would work, but this was not tried.

During execution of the gait through a bend, there are 3 critical points where a motion
cycle may get stuck or slow progress: the front end in the initial bend, and each Y module
as it passes the corner. If the configuration consisted of all X orientations, two of the
critical points would be missing and the speed through the bends would likely be higher
and more consistent. However, the system would likely not perform well in non-planar
tunnels such as those constructed by rodents.

The concertina gait also successfully traversed into the ground squirrel hole
approximately two meters. A video camera and lights in the nose of the robot showed the
progress into the hole, though no ground squirrels were found.

Angle in degrees Time in min’ sec”
0 3’25”

45 3’55”
85 6’30”
100 4’00”
115 4’30”
145 failure

Table 2: Test runs for concertina gait through a single bend in tunnels 

The concertina gait is a notoriously slow and inefficient gait as used in nature and
appears to be so for robots as well. A combined concertina, rectilinear (inchworm-like)
motion was also tested with a XYXYXYXY configuration. A cycle of rectilinear motion
was introduced between right and left bend cycles. The rectilinear motion increased the
speed of the locomotion and improved the “catching” of the corner for moving through
bends. Figure 10 shows the path successfully traversed by this gait.

Fig. 10: A zigzag path with an XYXYXYXY configuration using a combination gait.
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An open loop experiment (without using concertina motion) also uses the path in Figure 9.
orm-like forward motion with compliant lateral modules in an

XYXYXYXY configuration. This control run shows that passive compliance alone does

rming gaits are presented that have the ability to move through
One is a conforming loop gait that is low profile (can crawl under 11

cm gaps) yet still climb over obstacles taller than itself. Experiments with the conforming

th the
co
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not work. The system gets stuck at the first right angle bend. Even with manual assistance
to move the compliant modules to move past the first bend, the system gets stuck at the
next right angle bend.

5 Conclusions 

Two limbless confo
unstructured terrain.

loop gait show the gait is good for climbing over obstacles up to 13 cm, though there is
still some room for improving the maximum height as demonstrated by the open loop stair 
climbing. The conforming loop gait as implemented cannot move out of plane and thus
cannot turn. A turning conforming loop would be more useful for realistic applications.

The concertina gait is shown to be able to locomote through bends as sharp as 115º in
structured settings and also to be able to maneuver through unstructured holes such as 
those formed by ground squirrels. This is a first demonstration of such a capability.

Future work includes implementing a conforming loop gait that can turn. Varying the
number of modules in a bend may have be more effective over different channel widths. It
may be interesting to demonstrate a single robot configuration that can do bo

ncertina gait through winding tunnels as well as the turning conforming loop.
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Vision remains as the most verbose sensor for robots with the potential and
providing the most information. This chapter presents different methods of
integrating vision for the navigation of mobile vehicles.

The goal for the first paper in this chapter, by Pradalier, Bessiere and Laugier, is to
build a robust outdoor autonomous vehicle. The vehicle is to navigate outdoor
near built up area, so it needs to rely on on-board sensors than the GPS. In the
second paper, Usher and co-workers at CSIRO present a catalog of different
navigation capabilities of the robot and a method to select between them. Vision-
based competencies form the major part of the catalog.

The third paper by McCarthy and Barnes focuses on the study of Optical Flow
method in the navigation of mobile robots. The optical flow is estimated by
spatio-temporal filters and the paper presents the comparison of the effects of
three different filters. The case study in this paper is that of docking, where the
optical flow is not constant, as opposed to that of corridor centering (following)
where it is constant.

The last paper in the chapter by Rao, Taylor and Kumar made an interesting study
to control unmanned ground vehicles with overhead cameras, with further goal of
using camera mounted on aerial vehicles. The idea presents a convenient way of
controlling ground vehicle in an unstructured environment. In order to relate the
objectives defined in the image plane to the velocity of the vehicle, the
relationship between the vehicle’s velocity and its motion projection in the image
plane was defined. The focus of the paper was the experiment and the validation
of the scheme.
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Haptics and augmented reality provide a responsive media of interaction between
human and robots. These interactions are intuitive to the way humans interact
with the environment and are therefore user friendly as the user immediately feels
the responses provided by the robot. Recent efforts have made headways in
implementing haptics and augmented reality into many existing technologies, such
as providing kinaesthetic feedback to minimally invasive surgery, teleoperation of
robots in hazardous areas and interaction with computer models for various
purposes.

In the first article, Iba, Paredis and Khosla present a new and friendly way that
humans could interact with robots. The goal is a communication medium that
does not require expert knowledge of robotic programming, but one that could
easily come with a household product such as a robotic vacuum cleaner. The
media chosen is multi-modal, utilizing verbal instructions and hand gestures. The
system would recognize the verbal instruction and hand gestures, interpret the
commands and plan and execute the list of primitives.

The next article by Butler and co-workers provides an example that humans may
not be the only ones interacting with machines. In an interesting experiment, the
authors attempted to control cow herds by creating a virtual fence drawn across
the grazing land by unseen coordinates. The cows are fitted with collars that are
tracked by the GPS and emit loud noise when the cows go across the fence. The
loud noise was to herd the cow back into the designated area.

The third article by Ueberle and Buss provides the design and analysis of a
kinematically redundant haptic device. Kinematic redundancy was introduced to
obtain large workspace and singularity robustness. Another approach is taken by
Barbagli and co-workers in the fourth paper. They study the possibility of creating
a very-large-workspace haptic device by mounting the haptic feedback system on
a mobile robot. The paper presents various methods of evaluating the mechanical
impedance that can be produced by such systems.

A robust teleoperation of a mobile manipulator with haptic feedback is
demonstrated by Park and Khatib in the last paper of the chapter. It is an
experiment that takes into account all the necessary aspects of teleoperations to
form a truly robust system. It deals with uncertainties and time varying
parameters, time delay through the wireless LAN network, high degree of
redundancy of the slave system through decoupling of task and posture space. A
virtual spring system between slave and master with local force feedback
compensates for the dynamics of the slave.
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XIV. Perception 

Perception plays an important role in robotics. Various sensing modalities provide 
different levels of perception. In the first paper in this chapter, Rikoski et al 
investigates underwater tracking of a curved abject using sonar. The technique 
was able to tind regularities in the data and track various objects despite 
measurement and navigational uncertainties. The processed measurements are 
used as the input to an underwater SLAM algorithm. 

A 3D model of the unknown environment is autonomously constructed by the 
identification of geometric parameters and contact configuration transitions during 
force-controlled task in the second paper by Slaets and co-workers. The algorithm 
also provides a force estimation to monitor contact forces or as a feedback to force 
controller. It also proposes a reduction in the modeling parameters to improve 
computational efficiency and more accurate geometric descriptions. 

The Stiffness Imager by Kaneko, Kawahara and Tanaka in the third article is 
inspired by a medical application. The goal is to obtain an estimate ofthe stiffness 
of the area of interest during various surgical exercises, such as endoscopy. The 
article proposes a non-contact method of probing, using air-jet, onto the point of 
interest. The response of the environment of interest is recorded by a CCD 
camera, which is an existing part of the endoscopy procedure. The method was 
found to be effective and simple to implement that it was not deemed to introduce 
too much extra risk to the procedures. 

The fourth article by Singh and Waldron deals with the unique dynamics oflegged 
locomotion. The problem lies in the estimation of the position and attitude of the 
robot. This paper proposes and shows that modified Extended Kalman Filter 
estimation techniques, combined with ground directed range sensors and 
characteristics unique to legged robots, such as the stride period and other periodic 
features, result in improved attitude tracking and reduced delay. 

The fifth article by Kelly and co-workers presents the result of very rigorous 
evaluative tests on autonomous field mobile robots. The tests have helped to 
understand different natures of the problems and the shortcoming of the present 
technologies. In this paper, the result of the test by CMU PerceptOR team is 
presented and various observations were discussed. Immediate issues on 
perception and planning were highlighted and future work plans are suggested. 

The last article, by Pradalier, Bessiere and Laugier, studied and tested an 
algorithm where a mobile robot re-traces its task by replaying sensori-motor 
trajectory - trajectory defined as a sequence of perceptions and actions, instead of 
the traditional way of following a predefined (geometric) trajectory - defined in 
position 1 orientation with respect to time. The result was validated by simulation 
and real implementation on CyCab. 
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