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Abstract— This paper presents a new method allowing haptic
feedback in molecular docking simulations using a minimization
process. These simulations, classically used by the pharma-
ceutical industry, for example Sanofi-Aventis, are based on
the energy description of atoms to estimate the interactions
between a ligand and a protein. The main drawback is that
forces and torques cannot be calculated by the means of a
simple derivation. The proposed method is to locally build an
energy model, the shape of which is correctly predetermined,
depending on parameters to be estimated, themselves functions
of the energy of the interatomic interactions and of the
displacement of the haptic device. The interaction’s wrench
can be obtained using an analytic derivation of the energy
model. The molecular simulator does not need to be optimized
or modified, only the calculated interaction energy is used to
build a model which will interact with the haptic device. This
new method can then be used with any force field using a
minimization process, ensuring stable manipulation, and a low-
force dynamic, therefore allowing comprehensive and stable
force feedback.

I. INTRODUCTION

Drugs are made of small molecules (ligands), which

interact with proteins in order to inactivate them through

a specific pocket (binding site or active site). The compu-

tational process of searching for a ligand that is able to fit

the binding site of a protein is called molecular docking.

The conformation of the ligand into the binding site has

the lowest potential energy. The only information provided

by the software used during the simulation, are a visual

return of the conformation of the molecules and the value of

the energy involved. Because of the relatively low docking

success rates for fully automated algorithms, including a

human operator in the loop appears as a solution [1] [2].

Interactive haptic feedback for molecular docking can give

additional information on the behavior of the forces present

inside the receptor. The operator would then be able to

feel the repulsive or the attractive areas and define the best

geometry of the ligand that maximizes the interaction energy

[3]. This is in order to discriminate the geometry of the best

potential candidates after virtual screening simulations, in

order to conceive efficient drugs.

The aim of our work is not to optimize the molecular

simulators (as proposed in some other works [4], [5], [6]) but

to conceive a method that takes into consideration their speci-

ficities. Indeed, the pharmaceutical engineers use software

which is not real-time but which describes the interatomic

Fig. 1. Manipulation scene. The ligand (green molecule) has to be moved
through the protein to the binding site. The protein will search for a stable
conformation during docking.

interactions very precisely. They would like to use them with

haptic feedback without having to modify them. Moreover,

for their research, they use several force fields, each being

specific to a molecular property.

Starting from pharmaceutical engineers’ needs, that is

to say, where several force fields have to be minimized,

interatomic interactions have to be described with a force

field depending on the properties of proteins, we developed a

method enabling the forces and the torques to be felt during

6 DOF molecular docking, using any molecular simulator

based on a force field minimization process, moreover avoid-

ing the need of particular molecular simulation knowledge.

The minimized interaction energy between the ligand and

the protein is locally approximated by an energy equation

containing terms to evaluate, functions of the displacement

of the haptic device and the profile of the interaction energy,

from which an analytic derivation is known, allowing the

interaction forces and torques to be obtained. The haptic

device then interacts with the new model, itself updated

as soon as a new energy is calculated, making the haptic

interaction to be in real time, even if the molecular simulation

is not.

This article is structured as follows: the first paragraph

describes the force field and the simulation we usually use

Proceedings of the 2007 IEEE/RSJ International
Conference on Intelligent Robots and Systems
San Diego, CA, USA, Oct 29 - Nov 2, 2007

WeD7.3

1-4244-0912-8/07/$25.00 ©2007 IEEE. 2704



in order to evaluate both the interaction energy between the

ligand and the protein, and the conformational changes of

these two molecules. The second paragraph describes and

validates the method used to evaluate the parameters of the

built energy that approaches the real energy. The forces

profile obtained during a docking simulation using a wave

variable coupling method [7] are then exposed.

II. FORCE FIELD MODEL AND SIMULATION METHOD

A. Force field

The model we use, which is described below, is called

MMFF94 [8]. A general equation of total energy, such as

(1), includes terms for bond stretching (EBond), angle bending

(EAngle), torsion (ETorsion), and non-bonded interactions such

as electrostatic (EElec) and Van der Waals energies (EVdW ).

ETotal = EBond + EAngle + ETorsion + EElec + EVdW (1)

Bond stretching and angle bending energies allow a flexible

geometry. The simplest approach, based on the fact that

most bonds are near the minimum of their energy, employ a

quadratic term to model bond stretching and angle bending

energies, as in (2) and (3).

EBond = ∑kBond/2(l− l0)
2 (2)

EAngle = ∑kAngle/2(θ −θ0)
2 (3)

Where kBond and kAngle (stiffness of the bond and of the

angle) are experimentally obtained. l, l0 and θ , θ0 are

respectively actual and ideal bond lengths and actual and

ideal bond angles. In fact, these energy terms are more

complicated. For bond energies, cubic terms are introduced

as angle energies [9].

The torsion energy expression is represented by a Fourier

series expansion which, as shown in (4), includes three terms.

ETorsion = 1/2∑ [ V1 (1 + cosφ) + V2 (1− cos2φ)

+ V3 (1 + cos3φ) ](4)

Where V1, V2 and V3 are torsional barriers specified for the

pair of atoms around which the torsion occurs. φ is the

torsion angle (the rotation angle around the bond between

the second and third atom in any serially connected four

atoms).

Vand der Waals interactions are described with the

“Buffered 14-7” form [10]. The form of the potential is

shown in (5). Ri j corresponds to the distance between atom

i and atom j.

EVdW i j
= εi j

(
1.07R∗

i j

Ri j + 0.07R∗
i j

)7(
1.12R∗

i j
7

R7
i j + 0.12R∗

i j
7
−2

)7

(5)

This form is used with an expression that relates the

minimum energy separation R∗
ii (which can be assimilated

close to the Van der Waals radius of atom i) to the atomic

polarizability αi (6), with specially formulated combination

rules (7, 8), and with the potential depth εi j describing the

minimum energy for a given atomic pair i and j.

R∗
ii = Aiαi

1/4 (6)

Where Ai is an experimentally defined constant.

R∗
i j = 1/2(R∗

ii + R∗
j j)(1 + 0.2(1− exp(−12γ2

i j))) (7)

γi j = (R∗
ii −R∗

j j)/(R∗
ii + R∗

j j) (8)

MMFF94 uses the buffered coulombic form as an electro-

static interaction.

EEleci j
= 332.0716qiq j/

(
D(Ri j + δ )2

)
(9)

Where qi and q j are partial atomic charges of atoms i and

j, Ri j is the internuclear separation. δ = 0.05 Å is the

electrostatic buffering constant and D the dielectric buffering

constant.

B. Simulation

Energy minimization consists in finding a set of atomic

coordinates that corresponds to a local minimum of the

molecular energy function (it clearly appears that the simu-

lation should take a long time to reach the global minimum).

This is done by applying large-scale non-linear optimization

techniques to calculate a conformation (near the initial ge-

ometry) for which the forces on the atoms are null [11].

Because the simulation is entirely based on the energy

description of the interatomic interactions, the forces are

not able to be directly obtained from the model unlike

for simulations of molecular dynamics. The next paragraph

describes the method we use to overcome this problem,

letting the operator interact with a predicted energy easily

convertible into forces and torques.

III. FROM AN ENERGY DESCRIPTION OF A FORCE FIELD

TO FORCE FEELING

A. Simple approach

As described in paragraph II, the force field describing the

protein’s behavior uses the interaction energy. Consequently,

a derivation of this interaction energy in the three space

directions is made as a first approximation (highly approxi-

mate formulation of the forces starting from the energy, only

allowing us, at first, to understand the profile of the forces

during a docking procedure):

W Simulation
i =

Ei −Ei−1

xnano
i − xnano

i−1

(10)

where i is the iteration number and xnano the position and

orientation of the interface in the nano world. A singularity

will appear if the interface displacement between step i and

i + 1 is null. Then, the force/torque sent to the interface is

arbitrarily set to the previous force/torque.

Derivating the energy relative to the variation of the

position or the angle variation of the haptic device is not

a good way of obtaining the interaction’s wrench. In fact,

the minimization of the force field provides an energy that

is not directional. The results are not the exact wrench of

the interaction efforts. The forces profile obtained using this

method is shown in Fig. 2. It is clear that this forces profile

cannot be well interpreted from a haptic point of view. The

need for a smooth and correct forces profile means a different

2705



0 500 1000 1500 2000 2500
−5

0

5

10

15

20
x 10

−8

Iteration

F
o
rc

e
 (

N
)

Force X

Force Y

Force Z

Fig. 2. Force profil around the minimized ligand position along the x, y
and z axes using the simple derivation method.

method must be adopted. Knowing that directional energy

cannot be calculated from classical molecular simulators,

we decided to calculate an energy field in which each term

allows an analytical solution for the forces and the torques

to be obtained.

B. Approximation of the energy

Starting from the hypothesis that locally, the energy field

has no large variations for a specific protein conformation,

to reconstruct an energy field depending on parameters

to identify, from which the derivation has no singularity,

appears to be a solution for easily converting the energy

provided by the minimization process into a wrench.

The principle of our second method is to approach the

energy calculated by the minimization process (Emeasure) by

a potential containing two terms (depending on parameters -

here represented by θ -) and representing the forces and the

torques of the interaction (Ê(p,R,θ )) so that the potential

gradient at each of the ligand’s position p and orientation R

is equal to the interaction forces and torques (W (p,R)):

∇(p,R)Ê(p,R,θ ) = W (p,R) ∀(p,R) (11)

This new potential has to be compared to the interaction

energy through a root mean square method, determining its

parameters at each of the ligand’s position and orientation.
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Fig. 3. Energy field evaluation between the ligand (biotin) in the minimized
streptavidin complex. (a) Rotation of the ligand around its equilibrium
position. (b) Translation of the ligand around its equilibrium position. A
comparison with a quadratic function is made, validating the choice of
quadratic terms for the predicted energy.

As shown on Fig. 3, the interaction energy field looks

like a polynomial function (quadratic function). The shape

of the function to be estimated must approach the polynomial

function in order to ensure the algorithm’s convergence. Let

us consider the function described in (12) as a potential to

be evaluated. Let i be the current object frame and e the

equilibrium one. Then:

Êi(p,R,kt , pe,g0,Re) =
1

2
kt ||

i p−i pe||
2
−g0tr(iRtRe)+ c

(12)

where p is the position of the ligand’s center of mass (haptic

device position), R the haptic device rotation, kt and g0 are

arbitrarily set as spring constants, they should be chosen as a

diagonal matrix in order to provide different gains according

to the displacement’s direction (as shown on Fig. 3, trans-

lations and rotations have different values according to the

displacement’s axes). pe and Re are the equilibrium position

and orientation of the estimated potential, and c a positive

constant to be estimated (it is set as zero initially). The

function has two terms (considering a null constant), their

derivation allowing respectively the forces and the torques

to be found. Finding the estimated potential parameters,

requires solving the problem described below:

min
θ

∑ ||Emeasure − Ê(p,R,θ )||
2
= ∑ε → 0 (13)

where θ represents the parameters set (kt , pe,g0,Re), Emeasure

the interaction energy provided by the minimization process,

Ê(p,R,θ ) the estimated energy calculated from (12) and ε
represents the error between the estimation and the measure.

Considering that Ê(p,R,θ ) does not depend linearly on its

parameters, (13) has to be linearized:

Emeasure
i+1 (p,R) = Êi+1(p,R,θ )+

∂Ei+1(p,R,θ )

∂θ
δθ (14)

where i represents the step number. The measured potential

can then be expanded, in order to evaluate the estimated

gradient of the potential regarding its parameters θ .

Ei+1 = Êi+1 +
1

2
||i+1 p−i+1 pe||

2
δkt − tr

(
i+1RtRe

)
δg0

− kt(
i+1 p−i+1 pe)

tδ pe

+ 2g0

[
as
(

i+1RtRe

)V t
]

δθe (15)

as
(

i+1RtRe

)V
is the antisymmetric part of the equilibrium

rotation matrix, written as a vector. The predicted gradient

is then written as:

∇θ Êi+1 =

[
+

1

2
||i+1 p−i+1 pe||

2
,−tr

(
i+1RtRe

)
,

− kt(
i+1 p−i+1 pe)

t ,

+ 2g0

[
as
(

i+1RtRe

)V t
] ]

(16)

Equation 14 could then be rewritten, taking into consider-

ation (16):




∇θ Ê(i, p(i),θ (i−1))

∇θ Ê(i−1, p(i−1),θ (i−2))
...

∇θ Ê(i−m, p(i−m),θ (i−m−1))









δkt

δ pe

δg0

δRe



=
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



Em(i, p(i))− Ê(i, p(i),θ (i−1))

Em(i−1, p(i−1))− Ê(i−1, p(i−1),θ (k−2))
...

Em(i−m, p(i−m))− Ê(i−m, p(i−m),θ (i−m−1))



 (17)

Each parameter can be updated from 17 and 18, using a

recursive or not, weighted or not, root mean square method.

θ (i+ 1) = θ (i)+ δθ (18)

That is to say,





kt(i+ 1) = kt(i)+ δkt

pe(i+ 1) = pe(i)+ δ pe

g0(i+ 1) = g0(i)+ δg0

Re(i+ 1) = Re(i)exp[δRe]

(19)

The larger the size of the matrix of the predicted gradient,

the more precise the estimation of the parameters is. However

the calculation time needed for the inversion of the matrix

will also be higher. The size of the matrix will then have

to be a compromise between the short computational time

needed for real-time haptic feedback and the precision of

the model.

C. Limits

This last algorithm step (19) allows updated values for the

approximated energy to be obtained. This estimation should

provide a close representation of the energy field provided

that the shape of the estimator is not too far remote from

the measured field. The algorithm also depends on initial

conditions and on the excitation type. For initial conditions

that are very remote from the solution, the algorithm will take

a long time to converge. An estimation of the solution could

be a good way of ensuring the convergence, knowing that

the forces are calculated from the estimation. This implies

ensuring the convergence at each time step. The estimated

gradient matrix shape is important. Updated parameters are

provided by its inverse. A guarantee of its existence is that

there are no linear combinations of the lines. In other words,

during the ligand manipulation, if there is no displacement

setting, the ligand has to be moved randomly around its

actual position. First to prevent the estimated gradient to be

uninvertible and secondly to enrich the parameters ensuring

a good force feedback.

D. Simulations

The goal of the simulation is to simulate a random energy

field that would be predicted but with a shape near to the

solution in order to avoid algorithm divergence.

1) Approximation of the energy regarding translation:

Consider as a force field to be approximated that described

below (20), and its approximated function (21)

Emeasure = x2 + y2 + z2 −1 (20)

Ê = 1
2 kt ||p− pe||

2 −1 (21)
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Fig. 4. Results obtained after having approximated the translation energy
field. The first graph presents the parameters estimations and the second,
the error between the estimated and the measured energy.

Ê is calculated from Emeasure considering random real

positions. In the case of docking, these positions will be

those of the haptic device.

Starting from initial conditions (pe = [0.5,1,2] and kt =
5) close to the desired position, the algorithm converges to

the solution in about 600 iterations (Fig. 4). This number

may vary considering a constant α used to moderate the

parameters’ updates (22).

θ (i+ 1) = θ (i)+ δθ/α (22)

This parameter α has to be carefully chosen. If it is too

high, the algorithm will converge in too many iterations

making good energy approximation impossible during the

ligand manipulation, as the shape of Emeasure also varies.

If it is too small, the algorithm will converge, faster but

the parameters will oscillate near the equilibrium value,

inducing varying forces for a constant energy field. Finally,

according to the results, Emeasure is approximated by Ê

with the parameters kt = 2, pex = pey = pez = 0. In fact,

Emeasure = Ê =(1/2)2((x−0)2+(y−0)2+(y−0)2)−1. This

trivial example clearly illustrates the principle of this method.

2) Approximation of the energy regarding rotations: All

real and estimated rotations have to be written in the same

frame. For simulation needs, the estimated energy and the

real energy are expressed in terms of rotation (23 and 24).

Emeasure = −g0nom(tr(RtRenom)−3) (23)

Ê = −g0 (tr(RtRe)−3) (24)

Where R is a random rotation matrix, Re the estimated

equilibrium rotation, g0nom the value g0 will tend towards to,

as Re towards to Renom . In order to build the estimated gra-

dient matrix, Ê had to be derivated relative to its parameters

g0 and Re. In the case of such an energy, the gradient is
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expressed as (25).

∇θ Ê =
[
−
(
tr(RtRe)−3

)
,2g0

(
as(RtRe)

Vt
)]

(25)
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Fig. 5. Results obtained after having approximated the rotation energy
field.

Fig. 5(a) shows the convergence value for the parameter

g0. The initial conditions for the simulation from which the

results were obtained were random g0 and Re. g0nom was set

at 100 and Renom represented a π/6 rotation along the z axis.

As shown in Fig. 5(b) and Fig. 5(c), the estimation converges

to the desired value. First, we can observe a rotation along

the z axis (represented values are the normalized rotation

vector), and second that the angle converges to π/6. Fig.

5(d), 5(e) and 5(f) respectively represent the real energy

calculated from the random rotation matrix R (in practice,

these values will be the haptic device’s ones), the estimated

energy and the predicted error between the measure and the

prediction. At the end of the simulation, the real energy field

is approximated by the one we built with the parameters then

updated. It is clear that the convergence speed depends on

the real energy field to be estimated and on the parameter α
introduced in (22). The shape of the function of the predicted

energy has to be close to the real shape. Inside a protein,

with the force field described in the previous paragraph,

and considering Fig. 3, we may suppose that we have a

good prediction function. We use (tr(RtRe)−3) rather than

(tr(RtRe)) to predict the rotation because the energy has to

tend toward zero if the equilibrium rotation tends toward the

identity matrix.

The method is proved convergent in the case of trans-

lations and rotations. Starting from these observations, we

implemented the method in our molecular simulator. The

predicted energy’s shape is then the sum of the translation

term (21) and the rotation term (24).

E. Application

In order to feel the docking forces, the force field has to

be approximated first. The operator will then interact with

the approximated model, it being updated at each time step.
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Fig. 6. Approximation of the force field in a minimized streptavidin
complex. (a) Position of the potential minimum, (b) Measured interaction
energy, (c) Orientation of the potential minimum, (d) Estimation error.

Fig. 7. Graphical interpretation of Fig. 6. The yellow sphere represents
the predicted interaction potential minimum (obtained from 6(a)) itself
represented by the colored surfaces. The potential orientation is determined
by the orientation of the half sphere (obtained from 6(b)).

Fig. 7 is the graphical representation of the simulation

for which the results are shown on Fig. 6. The interaction

energy has to be approximated by a polynomial function.

Graphically, the interaction surface can be approximated by

the yellow sphere and the orientation of the half sphere.

Then, the forces felt correspond to the distance between

the real haptic device’s position and the yellow sphere,

and the torques correspond to the orientation difference

between the haptic device’s rotation and the half sphere (in
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an approximate way). For each ligand manipulation, all the

parameters of the model are updated to obtain the potential

minimum position and its orientation knowing that forces

and torques are obtained regarding these parameters.

F. Interaction’s wrench calculation

Once the interaction energy is predicted, the forces are

calculated taking into consideration its gradient. The new

gradient is obtained not from the parameters but from the

position and the orientation of the haptic device. Unlike the

simple approach, the forces obtained are defined whatever

the haptic device’s displacement is. This is done as follows:

W =
[
kt(p− pe),2g0

(
as(RtRe)

Vt
)]

(26)
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Fig. 8. Forces and torques during the ligand’s manipulation inside the
active site. (a) Forces calculated from the first method, (b) Forces obtained
after having approximated the energy field, (c) Torques calculated from the
second method.

Fig. 8 shows the forces and torques obtained during a

ligand manipulation inside the active site using the wave

variable coupling presented in [7]. Fig. 8(a) represents the

forces profile obtained from the first method. The forces’

amplitude seems very high. This result has to be compared

to the Fig. 8(b). In fact this last graph shows the forces we

obtained after having made the energy approximation. It is

clear that, because of the small variation of the parameters

set, the forces profile looks smoother, therefore hapticaly

comprehensive. The torques are represented on Fig. 8(c).

The interesting results are that, unlike those obtained with

the first method, the forces inside the active site seem to

vary very little (taking into consideration that the operator

makes little displacements). The forces inside the active site

are well depicted and do not seem as unstable as those

obtained from a simple derivation. Considering this method,

a parallel between the micro world and the macro world can

be established. Indeed, research on the force factor problem

can be lead unlike with the first method in which the forces

are too unstable.

IV. CONCLUSIONS AND FUTURE WORKS

A. Conclusions

In this paper, a method for haptic-based molecular docking

using minimization processes is presented. Starting from

initial observations - simulation based on the energy and

high force amplitudes in our first method - we have im-

plemented a new method that allows the real forces present

inside the active site to be obtained. In the first stage, the

interaction energy was basically derivated, thus introducing

singularities and high force amplitudes. This problem is

solved in the second stage. The interaction energy provided

by the minimization process is approximated by an energy

model containing parameters to be evaluated, and allowing,

whatever the displacement is, the real forces and torques that

look stable in this particular case to be obtained. The second

method allows a stable simulation to be obtained, making it

possible for the operator to interprete the micro forces.

B. Future work

The interaction energy profile is determined around the lig-

and position. This is a very time-consuming method because

several estimations of parameters have to be made in order to

provide a very precise estimated energy. Another approach

leads to pre-calculating the approximated interaction energy

in a desired conformation around a predetermined grid, and

then locally updating the model during the manipulation and

the conformational change of the protein.
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