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Abstract

Despite the continuous improvement of master interfaces, distant robot
teleoperation remains a challenging task. In many applications (e.g. spaceships,
underwater or flying drones, robotic arms that operate in hazardous conditions
in factories), the operator has only an indirect vision of the remote environment,
provided by a video camera usually mounted on the robot end-effector itself, and
displayed on a 2D monitor. Whereas any controller is capable of planning a path
to follow a prescribed 3D trajectory, driving such an eye-in-hand robot in real time
is known to be difficult. Even a skilled user will not make the most of a 6-axis
master interfaces that could normally induce a smooth and continuous motion.
Instead, she/he will likely generate a succession of independent translations and
rotations punctuated by frequent stops. The main reason is that the target (e.g.
object to grasp) must be kept inside the camera field of view during robot motion.
It requires to combine translation...
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A Step toward Robot Teleoperation with Eyes and Hand

Fabien Despinoy, Marie-Aude Vitrani, and Benoı̂t Herman

Despite the continuous improvement of master interfaces,
distant robot teleoperation remains a challenging task. Inmany
applications (e.g. spaceships, underwater or flying drones,
robotic arms that operate in hazardous conditions in facto-
ries), the operator has only an indirect vision of the remote
environment, provided by a video camera usually mounted on
the robot end-effector itself, and displayed on a 2D monitor.
Whereas any controller is capable of planning a path to
follow a prescribed 3D trajectory, driving such aneye-in-hand
robot in real time is known to be difficult. Even a skilled
user will not make the most of a 6-axis master interfaces
that could normally induce a smooth and continuous motion.
Instead, she/he will likely generate a succession of independent
translations and rotations punctuated by frequent stops. The
main reason is that the target (e.g. object to grasp) must be kept
inside the camera field of view during robot motion. It requires
to combine translations and rotations of the end-effector,with
a ratio between linear and angular velocities that depends on
the distance to the target—the latter being usually unknown.

On the other hand, one can assume that the user will look
most of the time at the target on the video monitor. Our idea is
to gather additional information on the remote target with an
eye-tracking device, and to use it to facilitate teleoperation.
A first possibility is to estimate the distance between end-
effector and target, so as to make the robot rotate around the
target instead of around its end-effector. This can be achieved
iteratively by measuring the user’s eye motion induced by
a robot displacement. A second possibility is to maintain
the target at the center of the screen, either by correcting
automatically the end-effector orientation during a manual
translation, or conversely, by shifting the robot when the user
rotates it. In these two similar scenarios, the user has to control
only 4 degrees of freedom manually, the remaining two being
handled by the controller thanks to the eye-tracker 2D signal.

A proof-of-concept prototype was built around a 6-axis
Adept Viper s650 robot (see Fig.1). The teleoperation system
comprises a webcam mounted on the robot end-effector,
a head-mounted eye-tracking camera (EYE-TRAC H6 from
Applied Science Laboratories, Bedford, MA), a stand to
prevent any head motion with respect to the monitor where
the webcam images are displayed, and a 6-axis joystick
(SpaceNavigator from 3Dconnexion, Waltham, MA).
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Fig. 1. Experimental setup built around the Viper robot.

Six researchers from CEREM were enrolled in a preliminary
experiment, aiming at assessing feasibility and comparing
the performance of the three proposed schemes (i.e. distance
estimation, automatic rotations and automatic translations).
The system without eye-tracker was also tested as reference.
The task consisted in driving the robot to reach prescribed end-
effector position and orientation, so as to face a fixed target.

Average task duration for each mode is reported in Fig.2.
These encouraging results demonstrate that the proposed tele-
operation system is effective, although the subjects had tokeep
their head still which is unnatural and non-ergonomic. Better
results can reasonably be expected with a fixed eye-tracker,
and an optimization of the controller parameters to maximize
the robot velocities without provoking eye saccades.
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Fig. 2. Results of the first experimental campaign. Bars showthe mean value
for all subjects and repetitions, lines above depict the standard deviation.


