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Abstract— This article addresses the problem of direct vision- equilibrium), and is regulated by a nonmetric control law. A
based robot control where the equilibrium state is defined early work on nonmetric visual navigation is given in [1],
e e o el 12 miehet-2aset where a ground robot is used. Recently, a general intensiy-
based strategiesq providep for higher accuracy, whereas ynot b‘?sed nonmetric te,Chn'que has _been presgnted in [8], called
requiring any metric information improves their versatility.  Direct Visual Servoing (DVS). It is general in the sense that
However, existing direct techniques either have a coupled error all 6 DoF of a robot are stabilized with respect to both planar
dynamics, or are designed for planar objects only. This paper and nonplanar objects, under both translational and ootati
proposes a new direct technique that decouples the translational displacements between the reference and current frames.
motion from the rotational one for the general case of both N thel th d ics in the DVS i led
planar and nonplanar targets under general translational and ~'VEVErtNeless, the error dynamics in the IS coupled.
rotational displacements. Furthermore, for the important case This article proposes a new decoupled DVS technique. The
of a fronto-parallel planar object, the proposed technique leads decoupling idea briefly presented in [3] for planar objects
to a fully diagonal interaction matrix. The equilibrium state  js here developed and extended to general surfaces and
is made locally exponentially stable for all those cases. These yigplacements as in [8]. The translational motion is thus
improvements are theoretically proven and experimentally . . .
demonstrated using a 6-DoF robotic arm. decoupled from the rotational one in the general scenario.

Furthermore, for the important case of a fronto-parallel
I. INTRODUCTION planar object, it is shown that the proposed technique leads

Visual servoing refers to the use of image feedback to coft© @ fully diagonal interaction matrix. The new control erro
trol a robot with respect to the scene. Its typical applarati is theoretically proved to be diffeomorphic to the camera
consists in stabilizing the robot at a pose defined by meaRgse around the equilibrium, and the latter is proved to be
of a reference image, also called goal image. Although thelecally exponentially stable. These improvements are also
exists a variety of well-established solutions to this feab confirmed with experiments using both synthetic and real
[2], its vast majority: 1) is based on image features, sucfiata, for both planar and nonplanar objects, simulating and
as points, lines, etc. Thus, they strongly depend on song&@plying a camera-mounted 6-DoF holonomic robot.
particular features, on an error-prone feature matching, a
on special tuning procedures; and 2) requires (at leassepar Il. THEORETICAL BACKGROUND
metric information to provide a provably stabilizing casitr ~ This section defines the notation used throughout this arti-
law. This holds even for image-based visual servoing teclgle and recalls essential models and methods|[i¢t v and
niques, where depth estimates are necessary in the interactv’ denote the Euclidean norm, an estimate, and a transformed
matrix. These two topics are discussed next. version of the variablev, respectively. An asterisk, e.g.,

Techniques of vision-based estimation can generally be’, is used to indicate that is defined with respect to
classified into feature- or intensity-based. Despite tlogeaf the reference framg ™. The notationgw], andvex([w]x)
mentioned drawbacks, the vast majority of existing visualepresent, respectively, the antisymmetric matrix asgedi
servoing schemes are indeed based on image features. Tthighe vectorw = [w, wa, ws]" and its inverse mapping:
is probably due to its relatively large domain of convergenc

Differently, there are no steps of feature extraction and B 0 _8”3 Wz | 1
matching within intensity-based techniques of estimation (%Jx = | w3 _6"1 s vex([w]x) = | w2 | (1)
—w2 Wy w3

These techniques directly exploit the intensity value & th
pixels so as to recover the needed parameters. Therefose, Two-view Geometry
they make use of raw and dense image data, what allows
for attaining high levels of versatility and accuracy. Amet
advantage refers to their possibility of ensuring robustne
to arbitrary illumination changes, even in color images [7]
As for nonmetric visual servoing, in spite of its increase
level of versatility and robustness [9], there exist onlw fe p x Gp* +p'e cP? 2)
works on such class of vision-based control. A possible
reason is the difficulty to find an interesting control erroivhere the symbol &” denotes proportionality up to a
that is diffeomorphic to the camera pose (at least around tf@nzero scale factoG € SIL(3) is a projective homography
relative to a plane (projective basis), ¢ R? denotes the
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The relation between corresponding poipis«— p* in

two perspective images can be described in different geome-
tries. Using projective geometry (which is an extension of
&Euclidean geometry), the general relation is given by [4]



which seeks to minimize the norm of the vector of image
differencesd(g, h) = {d;(g,h)},, i.e.,

I;hgg,h,p’{g —I*(p})
I/ gahap* _I*(p*)
dgh)=| " ’ ? ER",  (6)

where n is the number of pixels considered for exploita-
tion. Other cost functions may be considered instead of
that widely used sum-of-squared-differences. For exanaple
robust function [5], e.g., an M-estimator, may be used if¢he
exist unknown occlusions. Finally, the nonlinear optintiza

Fig. 1. Two-view geometry. Given the 3-D poind*, its projectionp* problem in (5) can be solved by standard Ite.ratlv.e methods,
in the imageZ* is related to its projectiom in Z by the pointGp*, and  €.9., Gauss—Newton. For an improved solution in terms of

the pointe multiplied by the projective parallax. This parallax is iedethe  convergence properties, the reader is referred to [7].
ratio of the distances of the aligned poip*, e and p.

C. Direct Visual Servoing: Control Aspects

proportional to its depth. The epipole is proportional te th The geometric parameters = {G,e,p*} estimated
translation between the current and reference frames;hend using pixel intensities (see Section 1I-B) can be used to
homographyG can be characterized as visual servoing in robotics. The translational and rotaio
T nonmetric control errors proposed in the DVS, is,,€ R3
Gox G +eq, ®)  ande, € R? respectively, are given as
where the 3-vectotj* is a representation of the line at infinity c (H-T)m" + p*¢/
of such plane in the reference image, a@8d, € SL(3) is €= [ E: } = { ™ p , @)

the homography at infinity. Such homography is proportional
to a matrix that is similar to a rotation matrix. A procedurénere
to estimate the parametef&, e, p*} in (2) is recalled next.
—1 . ! -1 .. */ —1 _*

B. Direct Visual Servoing: Estimation Aspects H=K"GK; e =K"em”=K"p’ (8

In Direct Visual Servoing (DVS) [8], the estimation pro-and p* € R is the parallax of the chosen control point
cedure to obtain all needed parameters directly explois tip* € P2. The positive definite matrif € R3*3 contains
pixel intensities without any feature extraction or matchi the camera intrinsic parameters, i.e., focal lengths, skesv
The basic framework for such intensity-based estimatioprincipal point. Even for nonmetric techniques, (at least a
is the direct image registration. Direct image registratio estimate of) such matrix ialways needed to control all six
consists in searching for the parameters that best transfodegrees of freedom of a robot, as it moves in the Euclidean
the current image such that each pixel intensity in thepace. The rotational errar, in (7) is computed from the
current imageZ (p) is matched as closely as possible to thénomographyH € R3*? via
corresponding one in the reference imagép*).

Therefore, a first step consists in devising a suitable pho- , — EVQX(H _ HT), (9)
togeometric transformation model. This can be performed by 2
choosing an appropriate model of illumination changes, e.g 9= real (arcsin(||r|))), if tr(H) > 1, 10
[7], along with a warping modet(.) from (2). Formally, | 7 — real(arcsin(||r]])), otherwise (10)
the action of this transformation model on pixels is given by r
S 11
(e hpt) = S - I(wigp)+4 >0 @ ] -

where the operator-™ represents the componentwise mul-where the functiontr(-) denotes the trace of a matrix. If
tiplication of matrices, and the geometric and photometrigr| = 0, then p is not determined and therefore can be
parameters are respectively gatheredgin= {G,e,p*} chosen arbitrarily (e.gs = [0,0,1]").

and h = {S,3}, where S can be viewed as a surface Let the control inputs be the translational and rotational
that compensates for both global and local illuminatiovelocities of the camera, gatheredvn= [v",w']T € RS

variations, and? € R. respectively. The nonmetric control law
A typical direct image registration system can then be
formulated as the following nonlinear optimization prahte v =A\g, (12)

n

. 1 , ” oy 12 with A > 0, is proven in [8] to locally stabilize the
g:{%ﬁpf} 2 Z[Ig’l<g’h’pi) —eh]n 6 equilibrium e = 0 if the control point (8) is chosen such
h={5,0} N di(g.h) that its parallax is sufficiently small.




I1l. PROPOSED DECOUPLED TECHNIQUE Proof: Sincee = M¢e’ and M is a constant matrix,
= M L’ with L (resp.L’) the interaction matrix of (resp.

This section presents the proposed decoupled direct vis ; e N
b prop P . From [6], the linearization ol.’ at&e’ = 0 is given as

servoing technique, which extends some results from [3f.

This new technique is intensity-based, nonmetric, and the 1 I »
behavior of the translational motion is decoupled from the L, _,=— [ o —[m™] ] , (20)
rotational one. This is demonstrated for the general case of [9*] 21

both planar and nonplanar objects under general transédtio
and rotational displacements. Then, we show that it leads

) ere remains to show that the matrix (19) is invertible when
a fully decoupled system for the important case of a frontoﬁOth (17) and (18) are satisfied Sinf;¢ — ML
parallel planar target. = ' =0 e/=0’

L|__, is invertible provided that bottM and L/|_,_ are
A. Control Error and Some Properties invertible. Let us first consideM. From Schur’s formula,
and (15),M is invertible provided that the matrix

nd (19) follows from (15) and (20). To conclude the proof,

As in the DVS [8], the new control error is constructed

from the estimated parametegs = {G,e,p*} (see Sec- Mo = 2T + [¢*'][m"] (21)
tion II-B). For the sake of simplicity, let us work with a ) ) .
reduced version of the general control error in (7) as is invertible. Consider any matriQ such thatQm® =
| m*||bs with by = [0,0,1]" the third canonical vector.
o { €y } _ [ (H—-IDm* + p*e’ (13) Using the fact that for any 3-vector, Q[x]x Q" = [Qx]x,
o vex(H—HT) ’ one verifies by multiplying (21) on the left b§ and on the

i T
whose rotational control error is equivalent to the originarlght by Q" that

one viae!, = 2r = 29~!||r||e,. Furthermore, around the QMo Q" =2I + [Qc”]«[[[m*|[bs]x . (22)
equilibrium it can be shown that, ~ 2¢,, asy~!||r| ~ 1. ] )

This nonmetric control error is general in the sense that #incedet(QMo Q') = det(Mo), a straightforward calcu-
deals with both planar and nonplanar objects, under bot#tion yields

translational and rotational displacements between tfeg-re _ _ X/ " 2

ence and initial frames. Indeed, as in the general relaftpn ( det(Mo) = 2(2 <Qf ’ H/mQ Ibs)) (23)
it does not assump*e’ = 0. =2(2—(c",m"))". (24)

The new nonmetric control error is defined as This shows thatM, (and consequentiM) is invertible

E=Mc¢e (14) provided the cond'iti(.)n (17) is satis_fied. A similar 're.asgwin
shows thal.’|_,_ is invertible provided (18) is satisfieds
where ) A nice property of the linearized interaction matrix in (19)
M = { 2}/ [m™'] ] (15) is its block—_triangular structure. This property is e>_<mad.
—[e”]x I next to derive simple stabilizing feedback laws with nice

is a constant6 x 6)-matrix, andc* is a 3-vector. Details on decoupling properties.

choosing this vector will be given further on. More expligit B, Control Law and Stability Analysis

the new control error (14) writes In the sequel, consider a camera-mounted 6-DoF holo-

B 2[(H — I)m* + p*e’] + [m"] vex(H—H") nomic robot observing a motionless rigid object of unknown
€= H-HT) — . [(H - Dm*™ + o*e'1l” shape. Let the control inputs be the translational and rota-
vex( ) — ek Jm™ + pre’] tional velocities of the camera, gathered in the veetar RS,

(16) : ' 9% .
It is important to note that this control error is constracte The nonmetric control law is simply defined as
without requiring any metric information of the object, v =AE, (25)

regardless of its shape and of the camera displacement. ) . ) )
Theorem 3.1: The control erroe defined in (14) is locally With a diagonal gain matrbd. = diag(A,, A), and A, =
diffeomorphic to the camera pose around the reference imag&2(A1, Az, As), Ay = diag(As; As, Ag).

provided that Theorem 3.2:_The n_o_nmetric con_‘qol_ law (25) ensures
local exponential stability of the equilibriug= 0 provided
m* T 42, (17)  that the following conditions are satisfied:
2
*I T */ -~ 2
m*Tq" # =, (18 gign(n) = sign(hs) = sign(z* - m*'Tq*') 29)
where z* > 0 is the depth of the control poinp*, and . o . T
q*' = K" q*. Furthermore, the linearization of the interac- sign(Aa) = sign(As) = sign(2 —m™" ™), 27)
tion matrix of € at this configuration is given by A3, A > 0. (28)
2 I W T 0 Proof: From the expression (19) of the linearization of
L _ 271 +[mx[q"]x the interaction matrix and applying the control law (25 th
o . e ) b i
g —;[C*/]x Fla"]x 20+ [¢¥]y[m*]x linearization of the closed-loop systemat= 0 writes

(19) E=AgG, (29)



with C. A Fully Decoupled Matrix

A= E|E:OA = { :”” AO } (30) The obtained interaction matrix (19) is lower triangular
wo ww in the general case. This section presents a case of special
and hence interest. Indeed, it occurs very often in practice and such
9 matrix is purely diagonal. Consider a planar object such tha
A, =— [*I + [m*’]x[q*’]x} A, , (31) its scaled normal vector ia* = [0,0,1/d*]T, i.e., a plane
o fronto-parallel to the reference frame whose perpendicula
Ay = —[ 21 + [c’]x[m"]x ] A, . (32) distance is ofd* > 0. Let us choose the control point such
We first determine the analytic expression of the eigengaludhatm™ = (0.0, 1]" and sete” = m*'. As consequences,
of A. SinceA is block triangular, its eigenvalues consist of 1 T |
the union of the eigenvalues &,, and A ., oo me = (36)
q*/ - 1’1*, (37)

o(A) =0(Ay)Uc(Auw), (33)

with o(-) denoting the spectrum of a matrix. Let us first
considerA . If x denotes an eigenvector &f,, associated

and the stability conditions (34) and (35) are satisfied.
Furthermore, the obtained interaction matrix (19) writes

with the eigenvalug:, then for any rotation matriQ, Qx Zi 0O 0 0 0 O

is an eigenvector 0QA,,Q" associated with the same 0 Zi 0 0 0 O

eigenvalug:. Thus,o(A,,) = ¢(QA,,QT"). As in the proof i = 0 0 2000 (38)

of Theorem 3.1, let us choo$® such thaQm* = ||m*’|/bs e=0 0 0 0 1 00

with by = [0,0,1]". Then, a straightforward calculation 0 0 0 0 1 0

shows thaQA.,,,Q" is upper-triangular so that its diagonal 0O 0 0 0 0 2

terms correspond to its spectrum: Therefore, a fully decoupled linear system (29) with slyict
7(QALQT) = 0(Ay,) = negative diagonal elements is obtainéd > 0. Once again,

let us remark that such matrix is used only for analysis
{_)\1 (2 _ m*/Tq*/> Ay (2 _ m*/Tq*/) _)\32} purposes, i.e., it is not needed for servoing the robot.
2% ) o ) 2% N
IV. EXPERIMENTAL RESULTS

This section reports experimental results using both syn-
0(QALWQT) = 0(Aypy) = thetic and real data, simulating and using a camera-mounted
T wt T %t six-DoF robotic arm. In all cases, the control objective
{=M(2-m""e”), =25 (2 -m" e”), —2X} . consists in stabilizing the robot such that the current ienafg
The proof directly follows from the above expressions ofhe object coincides with its image captured at the referenc
o(Ayy) ando(Ayy). m Pose. The control error and control law are both calculated a
Theorem 3.2 provides explicit conditions on the controhgai the signal level, i.e., they do not use either image featares
s0 as to ensure local exponential stability of the closeq-lo Metric information of the object. Indeed, pixel intensstigre
system. Since botm* andc* are defined by the user, the directly exploited to estimate all needed projective paam
unique important constraint is on the choice)afand,.  ters. The direct image registration technique describdd]in
However, sincem* = z*m*, a direct consequence of IS used for this purpose. Comparative results are presented
(26)—(28) is that stability is garanteed); > 0, i = Using the Direct Visual Servoing (DVS) and the proposed

1,2,...,6, if the two following conditions are satisfied: ~ decoupled DVS, all using a control gain af= 0.4 and a
stop condition on the norm of the control errors1of 3.

<2, 34 .
mod (34) A. Synthetic Data

*/ T %/

< (35) This first set of experiments uses a nonplanar object. The
Let us note that these conditions can always be verifiedsed target is indeed a hyperbolic paraboloid, also known as
The condition (34), which also holds in the original DVS,horse’s saddle, whose center is placed 1m away from the ref-
expresses the perpendicular distance between the choseence camera pose. The displacement of the initial camera
control point and the reference plane. Given that this plarose relative to the reference one is[06fl7, —0.11,0.01]
corresponds to the dominant plane of the object, this condireters (norm of 0.2m, i.e., of 20% of the center’s depth)
tion can be easily satisfied if the control point is choserhsudn translation, and of—0.1, —0.31,1.04] radians (norm of
that its parallaxp* € R is sufficient small. In fact, one could 62.4°) in rotation. All these information is obviously not
simply choose a point that has = 0 as the dominant plane available for the control computation. The focal lengths ar
crosses the object. As for condition (35), it represents theet to 500 pixels, no skew, and the principal point as the
length of the projection ofn*’ ontoc*'. It can then be easily middle of the image, which has§50 x 418 pixels. The
satisfied by setting, e.ge”’ = Am* /|m*'||?, V3 < 2. The applied sampling period is of 30 ms, leading to a framerate
closed-loop system (29) is thus always locally expondmgtial of 33.33Hz. The control point is chosen such thai*’ =
stable at the equilibriumy\; > 0. Furthermore, the behavior [0,0,1]". For the sake of simplicity, all pixel intensities
of the translational control error is decoupled from thewithin the region of interest of size 28650 pixels (i.e.,
rotational one, as shown in (30). within the grid) are exploited, and no illumination var@ts

Applying the same procedure #,,,, yields

* T %/

m
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Fig. 3. Direct visual servoing with respect to a nonplanajecb (Top)
Control inputs, i.e., the camera velocities. The transtetioselocities are
coupled with the rotational ones, in particulay for such experiment.
(Bottom) Motion of the camera in the Cartesian space towartdgergence.

(c) reference image (d) initial image o1 o

Fig. 2. Setup of the experiment using synthetic data. Thetasgonplanar : ¥
(a horse’s saddle), and all pixels within the outlined imaggian (the grid) ’ y

are exploited. (Top) Configurations of the camera frame witipeet to the 006 Yyl 02
target, seen from different viewpoints. Only the exploipedt of the object 0.04) 0
is shown. (Bottom) Images as viewed by the camera at thosevee|adses. 002 o2

0 -0.4 —W,

. . -0.02 -06 —%

have been imposed. The interested reader may refer to [7] fo s —"

numerous other estimation experiments, including varying °© 2 4% 60 80 0 200 400 e B0 8%

illumination conditions, different objects and color caas (a) translational velocities (m/s) (b) rotational velocities (rad/s)

The setup for this experiment is shown in Fig. 2. 02 15 —
1) DVS This section presents the results obtained using o1s , .

the reduced control error (13) under that setup. Let us remar os ! ' —"

that such setup is particularly unfavourable for most 2D oos : o

visual servoing techniques due to the relatively largdahit 0 '

rotational displacement around tBexis. This does not hold o.os/ =

for the DVS technique. Indeed, it successfully performs the -os —

task accurately, whose convergence is established after 90-o15——; W 0 o 085 W0 e o
: . : mage mage
mages WhoUt sty ay camera rteat. TN CONSSDANIN ) o arrs () () ot v e
that there exists a coupling of the translational velositiéth E{%'e;:_' (Tog)e'é)g‘npt'r%? ir?,')rftc; X'es_f‘i;;if:’:t‘glogﬁgsrejﬁi;g ?em%rr
rotational ones, in particular, for such experiment. of the translational velocities is observed as we companm tvéth Fig. 3.

2) Decoupled DVS This section presents the results ob<{Bottom) Motion of the camera in the Cartesian space towardsesgence.
tained using the decoupled control error (16) with= m™’.
As for the DVS technique, it successfully performs the task
without nearly any camera retreat, whose convergence is n@f [—20.3,2.17,14.59] degrees (norm of 2§ in rotation.
established after only 762 images. The rate of convergend&ese are obviously unknown by the algorithms. To show the
is thus improved. Indeed, the coupling in the translationdPbustness of the techniques, a coarsely calibrated wetscam
velocities observed in the previous DVS is far less sevef¢sed. Indeed, the focal lengths are simply set to 420 pixels,
using this technique. Furthermore, it fully disappearsrned0 skew and the principal point as the middle of the image,
the equilibrium. See Fig. 4 for the corresponding results. Which has320x 240 pixels. This camera is placed on the end-

effector of a 6-axis robotic arm, and the hand/eye calibrati

B. Real Data is also coarsely set. The framerate is of about 30Hz, which is
This second set of experiments uses a planar objethe maximum of the webcam. The chosen reference template
which is placed about 0.7m away from the reference posbas70 x 70 pixels (to satisfy real-time constraints), and the
The displacement of the initial robot pose relative to theontrol point is chosen as its center. See Fig. 5 for thigpsetu
reference one is 0f0.13,—0.23, —0.08] meters (norm of 1) DVS As in the previous set of experiments, the
0.27m, i.e., of about 38% of the depths) in translation, anceduced control error (13) is used here. The corresponding
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Fig. 6. Direct visual servoing with respect to a planar objesing a
coarsely calibrated camera and robot. (Top) Camera velsciibserve that
there exists a coupling amongst them, in particularand w, for such
experiment. (Bottom) Motion in the Cartesian space towardwegence.

(c) reference image (d) initial image

Fig. 5. Setup of the the experiment using real data. It usearsaplbbject 015 02

and a coarsely calibrated camera-mounted robotic arm. (TopfigLmations 01 ‘ o1
of the robot relative to the target. (Bottom) Images as viewethb mounted 0.05
camera at those poses. All pixels within the outlined regienexploited. 0 0
005 -0.1
. . . . . 01 —V —Wy
results are shown in Fig. 6. Once again, the servoing task i¢ —v,| -0z —w,
successfully performed, with convergence after 417 images —" —"
400

o 100 200 300 400 o 0 100 200 300

Nevertheless, there exist a coupling of the translational image image
velocities with rotational ones. (a) translational velocities (m/s)  (b) rotational velocities (rad/s)
2) Decoupled DVS. Again, the decoupled control error o 30
(16) with ¢ = m™ is used here. The task is also suc- : 20
cessfully performed, with convergence after 309 images. Th 10
rate of convergence is thus improved. The coupling behavior ° .
previously observed is indeed reduced. See Fig. 7 for the.o.
corresponding results. = ™ —
02 —4] -2 —y
V. CONCLUSIONS 03 = —"
hi ticle has proposed a general intensity-based non ? e P e
This article prop 9 Y (c) translational errors (m) (d) rotational errors (degrees)

metric visual servoing technique that decouples the error S ed direct visual _ i ot  opiect
H H H H H e ecouple Irect visual servoing with respect to anfl objec
dynamics. _Thls neW_ decoupled technique is gener_al in tlfé?ng a coarsely calibrated camera and robot. (Top) Cameazities. A
sense that it deals with both planar and nonplanar objeats, Wecoupling behavior is observed as we compare them with Figaditom)
der both translation and rotation displacements between tNotion of the end-effector in the Cartesian space towardwegence.
reference and initial frames. The proposed technique ttrec
exploits the pixel intensities without extracting or maiah
image features, does not require any metric information &% H. ge P”tnv?l'dPV¥8EnUEVMOU¥On' anr? T. Hamer:- \éisuacli\ﬂ;g fg:
H H . ™ unaeractuate S. a linear, homograpny-based agn.o
the object, and is proven to locally exponentially stabilize Proc. |EEE Int. Conf. Robot. Autom., pages 3004-3010, 2011.
equilibrium state. Comparative results with a state-efdit 4] o. Faugeras, Q.-T. Luong, and T. Papadopoul@he geometry of
direct technique using a camera-mounted 6-DoF robotic arrg] gﬁuljtlri_"e éma%ﬁ ;hg '\t/"; PfeJSSH 238_|1- & Sons. 1981
. B H . J. Auber.robu: atistics. Jonn ey ons, .
confirm the improvements. In future work we plan to eXpl_OI{G G. Silveira and E. Malis. Direct visual servoing with pest to rigid
the proposed framework for the control of other mechanical objects. Research Report 6265, INRIA, 2007.

systems, such as nonholonomic and underactuated robotd?7] G. Silveira and E. Malis. Unified direct visual tracking ogid and
deformable surfaces under generic illumination changes aysgale

and color imageslInt. Journal of Comp. Vision, 89(1):84-105, 2010.
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