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Abstract. Because animals are extremely effective at moving in their
natural environments they represent an excellent model to implement
robust robotic movement and navigation. Braitenberg vehicles are bio-
inspired models of animal navigation widely used in robotics. Tuning the
parameters of these vehicles to generate appropriate behaviour can be
challenging and time consuming. In this paper we present a Reinforce-
ment Learning methodology to learn the sensori-motor connection of
Braitenberg vehicle 3a, a biological model of source seeking. We present
simulations of different stimuli and reward functions to illustrate the
feasibility of this approach.

Keywords: Braitenberg Vehicles, Reinforcement Learning, Source seek-
ing.

1 Introduction

Everyday experience shows that animals are extremely effective at moving in
their natural environments which makes them an excellent model to implement
robust robotic movement and navigation [4]. Bio-inspiration has played an im-
portant role in robotics for the design of locomotive systems [11], locomotion
control [8], and control of steering [20]. This paper focuses on learning animal-
like steering behaviour using Braitenberg vehicles, a well known model of insect
tropotaxis [3], i.e. movement of insects towards or away from a stimulus [5].
While previous works used experimentally tuned models or relied on time con-
suming evolutionary strategies [2, 12, 17], this work investigates how robots can
learn these tropotaxis controllers from experience using Reinforcement Learning
techniques.

How animals navigate in the presence of stimuli has been a subject of research
for several decades [5, 7], yet the mechanisms generating these behaviours are
not fully understood even for very simple animals. One natural mechanism to
control movement is tropotaxis, which relies on sampling the stimulus in the



environment at two symmetrically placed sensing organs (eyes, ears. . . ), and
can be exploited to control robot movement. The values of the stimulus are used
by the animal to steer or control its navigation, via some neural wiring between
the sensing organs and the motor effectors. The concrete internal wiring defines
the behaviour of the animal generating positive or negative taxis (movement
towards or away from a stimulus), as captured in the seminal work of Valentino
Braitenberg [3], where taxes are modelled through simple vehicles.

Braitenberg vehicles have been used in robotics for several decades from their
most basic formulation [10], to extensions with fuzzy controllers [21] or neural
networks [6]. Therefore, they are widely used to implement bio-inspired robotic
behaviours, especially when the motion relies on unconventional sensors, for ex-
ample sensors which are not providing distance readings [9,10,18]. Early research
in the field aiming at enabling learning of animal-like movement relied on tech-
niques like evolution strategies [17] and genetic algorithms [12]. These works
obtained neural architectures of Braitenberg vehicles to navigate environments
with no collisions through an iterative approach to optimise a fitness functions of
the distance to obstacles and forward speed. A big drawback of these strategies
is the amount of time necessary for the algorithms to find the optimal weights
of the neural network to control the velocity of the wheels. Moreover, having
such a neural controller makes the analysis of the sensori-motor connection ex-
tremely difficult. Another early approach to bio-inspired robotic steering used
the Dynamical Systems Approach to behaviour generation for obstacle avoidance
combined with a Braitenberg vehicle for target seeking [2]. Although the work
presented is highly effective for robot navigation, the parameters of the control
mechanism are selected experimentally, which means they might not generate
the best possible behaviour.

Interestingly, recent works using Braitenberg vehicles have also developed
models which do not use learning techniques to achieve their target seeking be-
haviour and can be sub-optimal. For instance, a basic implementation of Brait-
enberg vehicles to determine the speed of the wheels of a smelling robot [10]
was used with a simple dynamical normalisation of the measured values of the
sensors. All these works rely on experimental results, and while mathematical
models of Braitenberg vehicles have been presented in [14,18], it can be challeng-
ing to tune the internal parameters of the vehicle, i.e. the controller, as formal
proofs of stability are missing. Moreover, an outstanding open question in Brait-
enberg vehicles is how to define the relationship between sensors and motors in
an optimal way. The main contribution of this paper is presenting a reinforce-
ment learning based methodology to perform learning in bio-inspired steering, as
a way to answer the question of optimal Braitenberg vehicle design. Obtaining
an optimal controller depends on the selected definition of optimality, but also
on the stimulus the vehicle perceives. We present results for two common families
of stimuli, namely following the inverse square law, and the inverse distance law.
As we will see, known theoretical results of Braitenberg vehicles help analysing
and interpreting the results from the reinforcement learning process. The rest of
the paper is organised as follows. Section 2 presents a brief introduction to the



model of Braitenberg vehicle 3a, and states the problem of tuning the sensori-
motor connection as a reinforcement learning problem. Section 3 presents the
experimental results obtained for the simulation of these vehicles using the types
of stimuli mentioned and several reward functions defining optimality criteria.
The paper ends presenting some conslusions and future work in section 4.

2 Reinforcement Learning in Braitenberg vehicles

Braitenberg vehicles are well known models of animal behaviour, used in robotics
as a simple way of implementing avoidance and target seeking behaviours. The
lack of a mathematical formalism for the vehicles did not hamper their usage
but made their implementation a trial and error process, where intuition and
experience played a big role. The development of a mathematical model of the
closed-loop system of Braitenberg vehicle 3a [13] as a non-linear differential
equation allowed using dynamical systems theory to analyse characteristics of
the solution trajectories. Oscillatory [15] and unstable [13] trajectories can be
found among the solutions of this non-linear dynamical system. Moreover, their
formalisation and the model equations allow to get a deeper understanding of
how these controllers work, and enable making better informed guesses on the
parameters without the need for experimentation. However, as we already stated,
one outstanding open question is finding under which conditions the behaviour of
Braitenberg vehicle 3a is stable close to a given equilibrium point, since the linear
stability test provides no information [15], while finding a Lyapunov function is
a non-trivial problem. Therefore, our goal with this work is learning a stable
non-linear controller that achieves target seeking for a Braitenberg vehicle 3a.

Figure 1 shows Braitenberg vehicle 3a in the proximity of a light source
(although to derive its mathematical model the stimulus can be of any nature
and does not need to come from a source). The wheels of the vehicle are used
to abstract the locomotive systems of animals focusing on the steering level of
motion [1]. In fact, similar steering models have been used to understand human
motion. As shown in the figure, the vehicle has two sensors connected to the
ipsilateral wheel (the same side wheel) in a decreasing (inhibitory) way, i.e. in
the sense the higher the stimulus value, the slower the wheel turns. Intuitively
the vehicle turns towards, and approaches, the light source, performing a ‘hill-
climbing’ on the stimulus. The closer the vehicle gets to the source, or maximum,
the lower its velocity, and it will eventually stop near the peak when the speed of
both wheels is zero. Because intuitively the motion converges to the maximum,
these vehicles were used in real robots and simulated artificial agents without
mathematical formalisation of their behaviour. These works assumed the vehicle
converged regardless of the stimulus provided, if the connection between the
sensors and the wheels was appropriately tuned.

We will present the steps to model the vehicle shown in figure 1, with a wheel-
base d and distance between the sensors δ. Assuming the vehicle is immersed in
a stimulus that does not change over time, the stimulus itself can be modelled
as a non negative function S(x) of the position in the environment or the ve-
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Fig. 1. Braitenberg vehicle 3a.

hicle workspace x = (x, y) ∈ W ⊆ R2. The stimulus is considered to simply be
a position dependant scalar function, like light or sound intensity, for instance.
Furthermore, we will assume S(x) is of type C∞ in W, i.e. its value changes
smoothly in the environment. If the stimulus is originated by a point-like source
located at xS ∈ W the function S(x) will reach a maximum at this point as
the stimulus intensity decays with distance, i.e. S(xS) ≥ S(x)∀x ∈ W, which
also implies ∇S(xS) = 0 and yTD2S(xS)y < 0∀y ∈ R2 because the function is
smooth, i.e. the gradient of S(x) vanishes and the Hessian is a negative definite
matrix at xS . Without loss of generality, as figure 1 shows, we can assume the
source is located at the origin of a reference system, i.e. xS = 0, and the position
of the vehicle is referred to that coordinate system.

According to the qualitative model proposed by Braitenberg, the connection
between the sensor readings ‘s’ and the left and right wheel velocities vL/R is
direct (ipsilateral) and inhibitory. We will model this connection as a smooth
function F (s), fulfilling the following criteria: (i) the motion of the vehicle is
never backwards, i.e. F : <+ ∪ {0} → <+ ∪ {0}; (ii) the vehicle stops at the
source, i.e. F (S(0)) = 0; and (iii) an inhibitory connection implies that the
derivative of F (s) is negative for all stimulus values s, i.e. F ′(s) < 0. In the liter-
ature of Braitenberg vehicles for source seeking the function is selected to be an
experimentally tuned linear function, or an Artificial Neural Network, however
it can be any function fulfilling these conditions. Under the above conditions,
the behaviour of the vehicle can be approximated as:

ẋ = F (S(x)) cos θ

ẏ = F (S(x)) sin θ

θ̇ = − δ
d
∇xF (S(x)) · êp (1)

where x = (x, y) is the midpoint between the sensors, ∇xF (S(x)) is the gra-
dient of the function composition, ‘·’ represents the dot product, and êp =
[− sin θ, cos θ] is a unit vector perpendicular to the vehicle direction. While con-
dition (ii) forces the dynamical system to have an equilibrium point, condition



(iii) is related to the stability of the equilibrium point. Therefore the functions
sought using Reinforcement Learning should fulfil these conditions for the vehi-
cle to perform positive taxis, i.e. it should have negative slope and it should be
zero when the vehicle is at the source.

2.1 Simulations of Vehicle stimulus and connection

The mathematical model introduced above is the tool to obtain analytic results
on the behaviour of the vehicle, like stability analysis, features of the trajectories,
et cetera. However, because its application in a reinforcement learning set-up
would require computing the derivative of the function to learn F (s), we opted
for a simpler statement of the learning problem. Hence, in our simulations we
use the straightforward implementation of vehicle 3a, i.e. evaluating the stimulus
at two points and computing the speeds for the left and right wheels. Given the
position of the right and left sensors xr and xl, respectively, we can compute
the velocities for the right and left wheel as vr = F (S(xr)) and vl = F (S(xl)),
where F (s) is the sought function and S(x) is a selected stimulus function. The
left and right sensor positions can be easily computed from the vehicle pose,
i.e. the midpoint between the sensors, x and the orientation of the vehicle, θ,
as xr = x − δ

2 êp and xl = x + δ
2 êp, where the êp = [− sin θ, cos θ] is obtained

from the vehicle orientation θ. The velocities of the wheels can be converted into
forward speed v and turning rate ω of the vehicle as:

v =
F (S(xr)) + F (S(xl))

2

ω =
F (S(xr))− F (S(xl))

d
(2)

where it is worth remembering that the positions of the sensors depend on the
vehicle pose, i.e. xr = xr(x, θ) and xl = xl(x, θ), and, therefore, the movement
of the vehicle depends on its pose (x, θ) through the stimulus function and the
sensori-motor connecting function F (s). Given these velocities, the trajectory of
the vehicle can be obtained as the solution of the system of non-linear differential
equations:  ẋẏ

θ̇

 =

 cos θ 0
sin θ 0

0 1

[ v(x, θ)
ω(x, θ)

]
(3)

which has to be integrated numerically, and in our experiments we used the Euler
method with a fixed time step of 0.05. It is worth remembering that the connec-
tion function F (s) must be decreasing for the vehicle to be of type 3a, otherwise
instead of target seeking the vehicle will move away from the source (ipsilateral
increasing connection corresponds to vehicle 3b, negative taxis). However, as we
will see in the next section this constraint cannot be imposed in the learning
process, but good solutions are found using appropriate reward functions.



2.2 The reinforcement learning problem

The problem of learning the target seeking behaviour for Braitenberg vehicle 3a
given a stimulus function can be casted into finding a non-increasing function of
the stimulus to compute the velocities. Given the stimulus S(x) defined in some
environment W ⊆ <2 and an initial pose of the vehicle (x0, θ0) ∈ W × S1 the
trajectory followed depends on the connection function F (s). Since the trajectory
unfolds in time (x(t), θ(t)) but also depends on the initial pose and F (s) we will
write (x(t,x0, θ0, F ), θ(t,x0, θ0, F )). For each pose of the vehicle we can define
a scalar reward function r(x, θ) measuring how good being at that state is, and
because the trajectory depends on the initial pose and the connecting function,
the reward along a given trajectory is therefore a function of the initial pose and
the connecting function too, that is r(x, θ) = r(t,x0, θ0, F ). Theoretically, the
function F (s) can be approximated using any type of function approximation,
however, for this work we opted to use a Radial Basis Function neural network
of the form:

F (s) =

N∑
i=1

wiφi(s) (4)

where N is the number of basis functions, wi is the weight of the i-th neuron,
and the radial basis functions φi(s) were Gaussian kernel functions centred at
fixed equidistant positions si within the range of the stimulus (from s = 0 to
s = S(0)). If we denote the weight vector of the network by Φ = (wi), the
reinforcement learning problem can be stated as maximising the following total
return:

R[Φ] =

∫
(x0,θ0)∈W×S1

dx0dθ0

∫ ∞
0

r(t,x0, θ0, Φ)dt (5)

where we need to integrate for all the initial conditions, i.e. the points in the
workspace x0 and all orientations in the unit circle θ0 ∈ S1, but we also need to
integrate over the whole trajectory. Because this total return function depends
on the solution of a non-linear dynamical system it is impossible to evaluate
these integrals. Moreover, integrating over the whole trajectory is obviously not
feasible, so we defined a finite time tf to run the simulations, changing the upper
integration limit in equation (5). This does not solve the problem of evaluating
the return, however we can use the sampling trick to estimate through simula-
tions the value of the integral by randomly sampling the space of poses of the
vehicle. We can use roll-outs from random initial poses to estimate the gradient
∇ΦR[Φ] and perform a hill climbing on the return to find the optimal weight
vector of the RBF network using:

Φk+1 = Φk + αk∇ΦR[Φk] (6)

where ak = a0
k , a0 is the initial learning rate, and, as already stated, the gra-

dient was estimated using roll-outs through small random perturbations of the
parameters Φ using central finite differences.



Although in our case the environment of the vehicle was the whole plane
W = <2, to simplify things further the domain of the integral in equation (5), i.e.
the domain in which the initial conditions are selected for the sampling process,
was defined to be a square region around the origin. Moreover, the initial angular
directions of the vehicle were selected to be pointing towards the source within

a ±90◦ range, i.e. θ0 ∈ [θt − π/2, θt + π/2], where θt = arctan
[
y0
x0

]
− π.

3 Experimental results

To learn the sensori-motor connection for a Braitenberg vehicle using Reinforce-
ment Learning we defined and tested several reward functions. Because the goal
of the vehicle is to reach the source of a stimulus, i.e. where it takes its highest
value, an immediate candidate for the reward function would be the stimulus
itself. Provided the vehicle has access to its pose, and knowing that the source is
at the origin of the reference system, an alternative reward would be a function
of the distance from the vehicle to the source and its relative heading. We sim-
ulated four different reward functions, two dependent on the stimulus and two
on the pose of the vehicle, and to fulfil assumption (i) in section 2 the reward
was given only when the movement of the vehicle was in the forward direction.
The reward functions used are:

1. The stimulus itself, and because the vehicle obtains readings from both sen-
sors, we use as reward their sum, i.e. r = SL + SR.

2. The previous reward tries to maximise the stimulus value, but for a stimulus
source it is important that the vehicle heads in the right direction. We defined
a second stimulus based reward that accounts for the heading direction by
trying to make the value in both sensors identical. The reward function
accounts for the value but penalises directions perpendicular to the source
r = SL+SR

1+(SL−SR)2 .

3. In the simulations we have access to the pose of the vehicle, (x, θ), which
allows us to define additional reward functions. Using the pose this reward
function consists of a linear combination of terms accounting for the prox-
imity of the vehicle to the source and its heading. The selected function was
r = a

1+α(θ,θT )2 + 1
1+||x||2 , where a = 3 represents the relative importance of

heading vs. the distance, ||x|| is the distance to the source, and α(θ, θT ) is
the angular distance in the range [−π;π] between the robot heading (θ) and
the desired heading θt = arctan

[
y
x

]
− π.

4. Our early experiments with the reward functions defined above showed the
vehicle’s trajectories stopped way before reaching the source. We thought
it was due to the limited/bounded rate of growth of these reward functions
close to the source. Therefore, we included as a reward function r = 1

||x||2 ,

but since it is singular at x = 0, we defined an threshold distance ε such
that if ||x|| < ε, r = 1

ε2 .

These four reward functions were used for the two general types of stimulus
defined below. It is worth noting that in all the simulations the robot initial



heading was randomly selected within ±π/2 radians in the direction of the stim-
ulus.

3.1 Inverse-square law stimulus

Probably the best known example of Braitenberg vehicles is the one implement-
ing phototaxis using light sensors. With a light source placed at some height h0
above the origin of a reference systems of a ground plane, and since light inten-
sity follows the inverse-square law, the stimulus as a function of the position x
will be S(x) = I0

h2
0+||x||2

, where I0 is the intensity of the light at the source. This

function can be rewritten as S(x) = g0
1+η||x||2 where η = 1

h2
0

and g0 = I0
h2
0
. We

selected in all the light-like simulations this last functional form and used g0 = 4
and η = 0.25.
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Fig. 2. Results from phototaxis simulations using reward function 1.

In our first set of simulations we used the stimulus sum reward function,
and the results are shown in Figure 2. We ran 10 learning experiments per
reward function with random initialisations of an RBF network. Only results of
the successful simulations are shown in the figures: Figure 2 depicts simulated
trajectories on the left and the corresponding F (s) functions approximated by
the RBF networks while Figure 3 shows an example of the evolution of the
reward as a function of time. The successful simulations are those which fulfil the
conditions stated above, i.e. taking positive values (the vehicle moves forward),
having a negative slope (the behaviour is positive taxis), and they become zero
close to the stimulus maximum (in our case S(0) = 4). The trajectories are shown
in the x−y coordinates, with a red star at the origin (where the source is). While
Figure 2 shows the vehicle successfully learns to reach the stimulus source in 9
out of the 10 trials, the degree to which it approaches the source changes across
trials varies. All of the successful simulations stop relatively close to the source.
Looking at the figure showing the RBF Network outputs we can see where the
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Fig. 3. On the left, an example from the phototaxis simulations of the evolution of a
stimulus based reward (using reward function 1), and on the right, an example from the
phonotaxis simulations of the evolution of a pose based reward (using reward function
3).

movement of the vehicle converges to, by looking at the zero crossings of the
function. For instance the RBF network corresponding to the black dashed graph
makes the vehicle stop when the stimulus S(x) reaches a stimulus value of 3,
and F (s) is negative for larger values of the stimulus, which does not completely
fulfil the conditions imposed for the sensori-motor connection function. The RBF
network corresponding to the cyan graph, on the other hand, makes the vehicle
stop when the stimulus S(x) reaches 3.5, which is much closer to the source.
On the other hand, as the figure on the right shows, most of the RBF networks
approximate functions with a negative slope, and it is positive for points not
experienced during the training. In general, the attractor of the Braitenberg
vehicle on the workspace can be obtained by solving S(x) = s0, where s0 is the
value at the zero crossing of the RBF network.

In our second set of simulations we used the stimulus sum reward function
which penalises perpendicular directions, results of which are shown in Figure 4.
For this experiment 8 out of the 10 trials successfully located the stimulus, again
with varying degrees of success. However, it should be noted that still most of the
RBF networks generate attractors around the maximum, not at the maximum.

In our third set of simulations we used a pose based reward, consisting of the
proximity of the vehicle to the source and its heading. Figure 5 shows the results
of this simulation. As can be seen from the RBF network, the functions that have
been approximated are more accurate, allowing the robot to get much closer to
the source before stopping, i.e. before the attractor set of the dynamical system.
Using the pose based reward function proved to be advantageous as shown by this
set of simulations, with a 100% learning success rate across the 10 trajectories.

In our fourth and final set of simulations we used an altered pose based reward
to try to get the vehicle to reach the stimulus source, detailed in Figure 6. As
can be seen from the RBF network output, this is the first experiment whereby
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Fig. 4. Results from phototaxis simulations using reward function 2.
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Fig. 5. Results from phototaxis simulations using reward function 3.

the RBF networks make the vehicle reach the maximum, i.e. the attractor is at
the source. The results of this can be observed with the successful trajectories
plotted, where each vehicle easily finds it’s way to the stimulus source regardless
of where it starts and gets very close to it in the simulated time.

3.2 Inverse distance stimulus

Another common example of Braitenberg vehicles is the one implementing phono-
taxis through microphones [19], for instance with a sound source placed at some
height h0 above the ground. It can be seen that, according to the inverse-distance
law, the sound intensity will fulfil the conditions for the stimulus function. Fur-
thermore, if the emission pattern of the sound source is isotropic, the stimulus
S(x) will be such that S(x) ∝ 1√

h2
0+x

2+y2
.

This section presents the results obtained for a stimulus source following the
inverse distance law, i.e a stimulus of the form S(x) = g0√

1+η||x||2
. We selected
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Fig. 6. Results from phototaxis simulations using reward function 4.
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Fig. 7. Results from phonotaxis simulations using reward function 1.

in all the sound-like simulations this last functional form and used g0 = 4 and
η = 0.25. The same experiments were repeated to test whether changing the
stimulus affects the performance of the learned controller, i.e. whether some
stimulus might be more difficult to follow. As can be seen from the figures be-
low, generally the performance was similar in these sets of simulations compared
to the ones above using the inverse-square law stimulus. Like in the phototaxis
experiments the RBF networks approximate a function which crosses the zero
velocity before reaching the maximum stimulus, meaning the vehicles stop be-
fore they reach the stimulus source. The stimulus sum reward function (Figure 7)
has the same number of successful trials while the stimulus sum reward func-
tion which penalises perpendicular directions (Figure 8) has 10 successful trials,
2 more than the phototaxis counterpart. This proves that, when a sound-like
stimulus is used, including a penalty for perpendicular directions helps the Re-
inforcement Learning algorithm.
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Fig. 8. Results from phonotaxis simulations using reward function 2.

Interestingly, although the learning functions display a shape different from
the previous results (and seem to have a smaller basin of attraction) the connec-
tion function F (s) for reward function 3 and 4 generate a point attractor at the
stimulus source. Figure 9 shows 10 successful trials using the first pose based
reward, based on the proximity of the vehicle to the source and its heading (see
Figure 3 for the evolution of this reward), while Figure 10 shows 7 successful
trials of the altered pose reward function. Although Figure 10 has less successful
trials, the function it approximates is clearly more accurate as the vehicle tra-
jectory is closer to a shortest path trajectory compared to the results that can
be seen in Figure 9.
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Fig. 9. Results from phonotaxis simulations using reward function 3.
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Fig. 10. Results from phonotaxis simulations using reward function 4.

4 Conclusions and Future Work

This paper presents the first application of Reinforcement Learning to Brait-
enberg vehicles, a model of insect navigation. Previous robotic works imple-
menting this taxis strategy used hand tuned parameters, or evolutionary strate-
gies [2, 12, 17] to optimise some cost function dependent on the parameters of
a neural controller. We used a reinforcement learning framework to adjust the
weights of a radial basis function network to control the vehicle. The presented
approach has two main advantages over existing techniques. First, it allows us
to define an objective function instead of relying on the perception of the result-
ing behaviour by the developer. Second, the optimal solution is reached several
orders of magnitude faster than the evolutionary approach. On the other hand,
the analytic model of Braitenberg vehicles allows to draw conclusions about the
stability of the learnt RBF controller.

The results obtained here are limited to computer simulations of the vehicles.
In the future we plan to test this framework in real robots performing different
types of target reaching behaviours. As an intermediate step, however, we plan to
introduce noise in the simulated sensors, i.e. add noise to the stimulus function.
This will turn the motion equation of the vehicle into a stochastic differential
equation, and theoretical results on deterministic systems might not be appli-
cable. Some early results on the behaviour of vehicle 3a under noise conditions
exist [16] that can help interpreting the results of (or simplifying) the learning
problem.
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